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Azimuthal capillary waves on a hollow filament –
the discrete and the continuous spectrum
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We study the temporal spectrum of linearised, azimuthal, interfacial perturbations
imposed on a cylindrical gaseous filament surrounded by immiscible, viscous,
quiescent fluid in radially unbounded geometry. Linear stability analysis shows
that the base state is stable to azimuthal perturbations of standing wave form.
Normal mode analysis leads to a viscous dispersion relation and shows that in
addition to the discrete spectrum, the problem also admits a continuous spectrum.
For a given azimuthal Fourier mode and Laplace number, the discrete spectrum
yields two eigenfunctions which decay exponentially to zero at large radii and thus
cannot represent far field perturbations. In addition to these discrete modes, we find
an uncountably infinite set of eigenmodes which decay algebraically to zero. The
completeness theorem for perturbation vorticity may be expressed as a sum over the
discrete modes and an integral over the continuous ones. We validate our normal mode
results by solving the linearised, initial value problem (IVP). The initial perturbation is
taken to be an interfacial, azimuthal Fourier mode with zero perturbation vorticity. It
is shown that the expression for the time dependent amplitude of a capillary standing
wave (in the Laplace domain, s) has poles and branch points on the complex s
plane. We show that the residue at the poles yields the discrete spectrum, while the
contribution from either side of the branch cut provides the continuous spectrum
contribution. The particular initial condition treated here in the IVP, has projections
on the discrete as well as the continuous spectrum eigenmodes and thus both sets
are excited initially. Consequently the time evolution of the standing wave amplitude
and the perturbation vorticity field have the form of a sum over discrete exponential
contributions and an integral over a continuous range of exponential terms. The
solution to the IVP leads to explicit analytical expressions for the standing wave
amplitude and the vorticity field in the fluid outside the filament. Linearised analytical
results are validated using direct numerical simulations (DNS) conducted using a code
developed in-house for solving the incompressible, Navier–Stokes equations with an
interface. For small perturbation amplitude, analytical predictions show excellent
agreement with DNS. Our analysis complements and extends earlier results on the
discrete and the continuous spectrum for interfacial viscous, capillary waves on
unbounded domain.
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1. Introduction
Surface oscillations, instability, deformation and breakup of cylindrical gaseous

filaments (density ρI) surrounded by an immiscible fluid (density ρO) are of interest
to numerous scientific applications e.g. microbubbles are obtained from breakup of a
gaseous jet injected into a flowing liquid inside a T-junction (Garstecki et al. 2006) or
a coaxial device (Castro-Hernández et al. 2011; Van Hoeve et al. 2011). The breakup
of these cylindrical liquid or gaseous jets is often attributed to the Rayleigh–Plateau
instability (Plateau 1873; Rayleigh 1892a; Van Hoeve et al. 2010) or to the pressure
drop across the injected gas bubble (Garstecki et al. 2006; Castro-Hernández et al.
2011). In order to simplify analysis, stability studies of cylindrical jets or filaments
(we use the word filament and jet interchangeably, the only difference being the
absence or presence of an axial velocity profile, respectively, assumed here to be
uniform (Chandrasekhar 1981; Eggers & Villermaux 2008)) are frequently conducted
under one of two approximations for the density ratio. The first approximation
ρO/ρI

→ 0 describes a liquid jet issuing into an ambient gas (like air) of significantly
lower density. The converse limit ρO/ρI

→∞ corresponds to the so called ‘hollow
jet’ approximation (Rayleigh 1892a; Chandrasekhar 1981; Eggers & Villermaux 2008)
and applies to gaseous jets issuing into a (much) denser fluid, a recurrent situation
in many microfluidic and chemical engineering applications.

The Rayleigh–Plateau instability (RP) is driven by surface tension and affects liquid
as well as gaseous filaments. Inviscid, irrotational, linearised analysis (see Lin (2003)
and Eggers & Villermaux (2008) for exhaustive reviews) predicts that axisymmetric
interfacial Fourier modes with wavelength greater than the circumference of the
unperturbed filament are unstable and can lead to breakup. This may be seen from
the dispersion relation (1.1) governing three-dimensional, irrotational perturbations on
a cylindrical filament separating two inviscid, immiscible fluids (Rayleigh 1878, 1879,
1892a; Meister & Scheele 1967; Patankar, Farsoiya & Dasgupta 2018),

ω2
0 =

T
R3

0

 kR0
(
k2R2

0 +m2
− 1
)

ρI Im(kR0)

I′m(kR0)
− ρO Km(kR0)

K′m(kR0)

 . (1.1)

Here ω is the frequency, k is the wavenumber of the interfacial, axial Fourier mode
(k∈R+), m is the index of the interfacial, azimuthal Fourier mode (m∈Z+), R0 is the
radius of the unperturbed filament, T is surface tension and Im(·) and Km(·) are the
mth-order, modified Bessel functions of the first and second kind, respectively. Note
from (1.1) that while the RP instability criterion (kR0 < 1) is the same for a liquid
and a hollow filament, the most unstable wavelength (and its temporal growth rate)
turns out to be higher for the hollow filament compared to a liquid filament of the
same density (Rayleigh 1892a).

As is also seen from (1.1), the RP instability may be bypassed rather easily.
As the denominator of (1.1) is always positive, imposing a three-dimensional
(∝ cos(mθ) cos(kz), m> 0, k > 0), or even a purely azimuthal interfacial perturbation
(k= 0,m > 2) on the filament, produces simple harmonic oscillations at the interface.
The case of purely azimuthal perturbations (kR0→ 0,m> 0) is particularly interesting.
For such perturbations, the dispersion relation (1.1) reduces to (Rayleigh 1878; Bohr
1909; Fyfe, Oran & Fritts 1988)

ω2
0 =

T
R3

0

[
m(m2

− 1)
ρI + ρO

]
. (1.2)
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Capillary waves on a hollow filament 883 A21-3

It is seen from (1.2) that azimuthal modes with m = 2, 3 . . . lead to oscillatory
motion at the interface (in two dimensions m = 0 and 1 represent compressible and
translational, zero frequency modes, respectively, and are not of interest). The study
of such azimuthal capillary oscillations (the topic of the present study) have led to
interesting applications. For example Rayleigh (1889) proposed the use of (1.2) to
estimate changes in dynamic surface tension of an elliptic liquid jet composed of
water and oleate mixed in various proportions (see Pederson 1907). Niels Bohr (Bohr
1909) analytically determined the effect of viscosity (and individually that of weak
nonlinearity or density of the ambient air) to (1.2). A number of experimental and
theoretical investigations have subsequently examined the accuracy and limitations
of the modifications to (1.2) proposed by Bohr (see Netzel, Hoch & Marx (1964),
Ronay (1978), Bechtel et al. (1995) and Moon et al. (2016) and also page 72 of the
review by Eggers & Villermaux (2008)).

In many applications, inviscid-irrotational analysis may not be sufficient and it is
necessary to incorporate viscous effects into (1.1) and (1.2). The dispersion relation
governing small amplitude, axisymmetric perturbations on a viscous liquid cylinder
was first obtained by Rayleigh (1892b) (also see Tomotika (1935), Bauer (1984),
Stone & Brenner (1996) and Liang et al. (2011) for further results). For axisymmetric
perturbations on a hollow filament surrounded by a viscous liquid, the corresponding
dispersion relation is presented in Chandrasekhar (1981) (also see Parthasarathy &
Chiang (1998)). Akin to inviscid results, in the viscous case as well, the wavelength
of the most unstable axisymmetric mode (and its growth rate) is found to be higher
for the hollow filament (Chandrasekhar 1981) when compared to a liquid filament
of the same density and viscosity. An important feature of the temporal spectrum in
these viscous problems on unbounded domains, is that it may not be purely discrete.
For a given Fourier mode imposed on the interface, the viscous dispersion relation
may admit a finite number of roots only, thus yielding a finite set of eigenfunctions.
These eigenfunctions constituting the discrete spectrum, typically decay exponentially
in space. Consequently any perturbation (e.g. in vorticity) imposed in the far field
cannot be expressed as a linear combination of the discrete eigenmodes alone. In other
words, the discrete spectrum eigenfunctions do not form a complete set and there is a
continuum of eigenfunctions (labelled as the continuous spectrum), whose contribution
may be large depending on fluid parameters and initial conditions. This is a common
feature in viscous, interfacial perturbation problems occurring on unbounded domains
e.g. capillary standing waves occurring on a rectangular (Cortelezzi & Prosperetti
1981; Prosperetti 1981; Prosperetti & Cortelezzi 1982; Lamb 1993) or cylindrical
quiescent, viscous pool of liquid (Miles 1968; Farsoiya, Mayya & Dasgupta 2017) of
infinite depth, capillary standing waves on a bubble surrounded by radially unbounded
viscous liquid (Prosperetti 1980a,b) etc. In addition to the set of problems mentioned
above, the continuous spectrum has also been studied in the context of stability of thin
film flows on a horizontally unbounded domain with bottom topography (Kalliadasis
& Homsy 2001).

The possibility of the continuous spectrum for axisymmetric perturbations on a
viscous liquid filament was first studied by Berger (1988) by solving the initial
value problem with mixed initial conditions involving a surface deformation and an
impulse (see § 2.2 in García & González (2008) for a survey of references on the
inviscid, initial-value problem). The study by García & González (2008) has, however,
negated some of the conclusions of Berger (1988) showing that the corresponding
viscous dispersion relation admits infinite roots leading to a countably infinite set
of eigenmodes. The results of García & González (2008) are consistent with similar
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conclusions drawn by Prosperetti (1980b) earlier, for capillary perturbations on a
liquid droplet. While the normal mode approach has been compared to the initial
value problem (IVP) solution for a liquid filament (Berger 1988; García & González
2008), this has not been done for a hollow filament surrounded by a viscous fluid.
In particular, for this problem the existence of the continuous spectrum in addition to
the discrete spectrum has not been discussed in the literature before. In our present
study we have assumed a quiescent base state, ignoring the possible presence of an
axial velocity field. In this context, two relevant prior studies are by Parthasarathy
& Chiang (1998) and Gordillo, Gañán-Calvo & Pérez-Saborid (2001). Parthasarathy
& Chiang (1998) modelled a constant axial gas flow inside a cylindrical filament
with zero velocity in the liquid outside (in the base state) obtaining the dispersion
relation for three-dimensional perturbations using normal mode analysis. Imposition
of an axial flow allows the possibility of the Kelvin–Helmholtz instability in addition
to the Rayleigh–Plateau instability. The existence of the continuous spectrum was not
mentioned by these authors. The study by Gordillo et al. (2001) has investigated the
stability of a gas filament taking into account a base state axial velocity profile in
the gas phase and the liquid phase, solving the perturbation equations using Laplace
and Fourier transforms in time and space. These authors have, however, not discussed
the continuous spectrum. Knowledge of the discrete spectrum and the continuous
spectrum bears importance towards understanding and modelling of transient, free
oscillations of a gaseous filament. As an example, consider a wave breaking in
the ocean where a large (near) cylindrical column of air is entrained underneath a
breaking wave (see figure 2 in Deike, Popinet & Melville (2015)). In general, there
may be azimuthal surface perturbations on these air columns and these are surrounded
by a vortical velocity field in the fluid around, in the near and the far field. A first
approximation to the effect of vorticity field on these perturbed air columns may
be obtained from the study of the discrete and continuous spectrum eigenfunctions
analysed here. Note that for these hollow air columns, gravity would produce a
buoyant force which would cause the filament to accelerate upwards. This would in
general alter the base state and we do not model these effects in the present study.

In hydrodynamic stability, a continuous spectrum arises due to the operator having
singular points in the (possibly bounded) domain of interest or due to an unbounded
domain (Friedman 1990). Formally a differential operator has a purely discrete
spectrum if the associated integral operator happens to be compact. Continuous
spectra that arise due to the former reason viz. the governing differential operator
possesses singular points in the flow domain (Case 1960), play a fundamental role
in non-modal growth of disturbances in shear flows (Roy & Subramanian 2014a,b).
In the current work the continuous spectrum occurs due to the latter reason, the
presence of an infinite domain. The occurrence of a continuous spectrum in a viscous
stability problem due to the unboundedness of the domain was first conjectured in
the stability study of the Blasius boundary layer by Jordinson (1971). Mack (1976)
supported this further using numerical calculations of the temporal stability problem
which then received a formal mathematical characterization (Grosch & Salwen 1978;
Salwen & Grosch 1981). The viscous continuous spectrum is crucial to the boundary
layer’s receptivity as it can act as disturbance carrier for the free-stream turbulence,
a feature that is lacking in the discrete modes. As discussed earlier, the viscous
stability of interfacial flows also exhibits a continuous spectrum that renders the
eigenfunction expansion complete (Miles 1968; Prosperetti 1976, 1981; Farsoiya et al.
2017). In contrast to the planar problem where the continuous spectrum modes remain
non-zero but bounded at infinity, continuous spectrum modes in the present study
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Capillary waves on a hollow filament 883 A21-5

decay algebraically spatially. This is a manifestation of the cylindrical geometry and
is reminiscent of the viscous continuous spectrum in the Batchelor vortex (Mao &
Sherwin 2011), a swirling flow with an axial jet modelling a trailing vortex. The
continuous spectrum of the Batchelor vortex comprises of two families – potential
and free-stream modes. The free-stream modes are analogous to the planar Blasius
boundary layer modes, remaining finite at large distances, while the potential modes
decay algebraically. A hollow filament does not have any imposed flow, hence ruling
out the possibility of free-stream modes. The algebraically decaying ‘potential modes’
are thus the only candidates possible for the continuous spectrum of the hollow
filament.

We analyse here the discrete and the continuous spectrum for purely azimuthal
perturbations on a hollow cylindrical filament. Our analysis complements and extends
earlier results on the continuous spectrum by Lamb (1993), Prosperetti (1976, 1981),
Miles (1968), Farsoiya et al. (2017) in other geometries to the present case of a
hollow cylindrical filament. We demonstrate analytically the existence of the discrete
and the continuous spectrum and show that an initial perturbation in the form of
an interfacial Fourier mode and zero perturbation vorticity, has projections on the
discrete as well as the continuous spectrum eigenfunctions. Consequently, it produces
damped standing waves whose temporal evolution is not well approximated by a sum
of exponentials (Prosperetti 1976, 1980a,b, 1981; Farsoiya et al. 2017), especially at
early times. We validate our normal mode analysis by also solving the initial value
problem. All analytical predictions are tested against direct numerical simulations
(DNS) conducted using a code developed in-house. The study is organised as follows:
the linearised equations and boundary conditions are presented in § 2. We perform
normal mode analysis in § 3.1 obtaining the viscous dispersion relation governing
the discrete spectrum. Using normal mode analysis we demonstrate in § 3.2, the
existence of an additional, uncountably infinite set of radial eigenmodes constituting
the continuous spectrum. The discrete and the continuous modes together lead to a
completeness relation for perturbation vorticity in § 3.3. We validate the normal mode
predictions by solving the linearised IVP in (4.1). The in-house code used for DNS
is described in § 5. We compare our analytical predictions to DNS in § 6. The study
concludes with a summary and scope of future work.

2. Governing equations and boundary conditions – hollow filament

As seen in figure 1(a,b), the base state consists of an infinitely long cylindrical
gaseous filament of radius R0. The fluid outside the filament is taken to be radially
unbounded and is quiescent in the base state with density and kinematic viscosity
ρ and ν, respectively. We ignore the dynamic effect of the gas inside the filament
assuming it to be a low density, low viscosity, incompressible quiescent gas, exerting
negligible stress at the interface (hollow filament approximation). The interface is thus
free of tangential stresses at all times and we solve only for the fluid outside the
filament. We take into account surface tension while neglecting gravity in subsequent
analysis. Subject to these approximations, we solve for the flow generated in the fluid
outside the filament due to linearised perturbations taken to be of standing wave form.
The incompressible Navier–Stokes and continuity equations govern the total velocity
utot and total pressure fields ptot viz.

Dutot

Dt
=−

1
ρ
∇ptot

+ ν∇2utot, ∇ · utot
= 0. (2.1a,b)

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/jf

m
.2

01
9.

80
9 

Pu
bl

is
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/jfm.2019.809


883 A21-6 P. K. Farsoiya, A. Roy and R. Dasgupta

R0 + ˙(œ, t) R0

œ
r

t n
er

rz

Gas

Gas

Liquid

3D visualisation

Liquid

r-œ plane

œ

(a) (b)

FIGURE 1. (a) A perturbed gas filament. (b) Three-dimensional visualisation of the
filament.

All variables (with superscript tot standing for total) may be written as a sum of base
and perturbation variables as,

utot
= 0+ u, ptot

=−
T
R0
+ p, (2.2a,b)

where T is the gas–liquid surface tension and R0 is the unperturbed radius of the
circular filament. As we do not solve for the gas inside the filament, the base state
pressure inside the filament is taken to be zero (gas inside exerts negligible pressure)
in our analysis implying that the base state pressure in the fluid outside the filament
is negative. This is implied in the second of (2.2). Linearised equations governing
the perturbations may be obtained using the standard procedure of substituting
(2.2) into (2.1), subtracting the base state and retaining only up to linear order
in perturbation variables. The resultant equations are the linearised, incompressible
Navier–Stokes equations along with the continuity equation for perturbation velocity
u and perturbation pressure p viz.

∂u
∂t
=−

1
ρ
∇p+ ν∇2u, ∇ · u= 0. (2.3a,b)

As the perturbation treated here is pure azimuthal, our analysis is two-dimensional
and we choose to solve equations (2.3) in the stream-function–vorticity formulation in
cylindrical plane polar coordinates. The curl of the momentum equation in (2.3) leads
to the equation for vorticity (ω ≡ ∇ × u). Expressing velocity in terms of a vector
streamfunction ψ using u≡−∇×ψ (the negative sign is for convenience) and using
standard vector identities, leads to the following equations written in the (perturbation)
stream-function–vorticity formulation (in two dimensions):

∂ω

∂t
= ν∇2ω, ∇2ψ =ω. (2.4a,b)

For two-dimensional flow the only non-zero component of vorticity and streamfunction
is the out-of-plane z component i.e. ω= (0, 0, ω(r, θ, t)) and ψ = (0, 0, ψ(r, θ, t)) (see
figure 1b). Projecting equations (2.4) into a cylindrical system (r-θ -z), we obtain the
z component of these equations viz.

∂ω

∂t
= ν

(
∂2ω

∂r2
+

1
r
∂ω

∂r
+

1
r2

∂2ω

∂θ 2

)
, (2.5)
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Capillary waves on a hollow filament 883 A21-7

∂2ψ

∂r2
+

1
r
∂ψ

∂r
+

1
r2

∂2ψ

∂θ 2
=ω. (2.6)

We may obtain the radial and azimuthal components of the two-dimensional
perturbation velocity field u = (ur, uθ , 0) from the perturbation streamfunction
ψ(r, θ, t) using ur = −(1/r)(∂ψ/∂θ), uθ = (∂ψ/∂r). These relations follow from
the definition u≡−∇×ψ used earlier in obtaining (2.4).

In order to impose boundary conditions, we define a scalar field F and a unit normal
and tangent, n and t, respectively, (forming a right-handed coordinate system), to the
perturbed interface,

F(r, θ, t)≡ r− R0 − η(θ, t), n≡
∇F
|∇F|

. (2.7a,b)

As shown in figure 1(a), η(θ, t) represents the interfacial perturbation. The boundary
conditions to be enforced are the kinematic boundary condition, zero shear stress and
jump in normal stress due to surface tension, all at the interface. Additionally because
our domain is radially unbounded, there are boundedness conditions for all variables,
as r→∞. The mathematical expressions for these are, respectively, (Leal 2007)(

Dη
Dt
− utot

· er

)
r=R0+η

= 0, (2.8)(
t · σ tot

· n
)

r=R0+η
= 0, (2.9)

and (
n · σ tot

· n− T∇ · n
)

r=R0+η
= 0, (2.10)

where the stress strain-rate relation, σ tot
= −ptotI + µ[∇utot

+ (∇utot)T] applies to
a Newtonian fluid. Note that er is a unit normal to the unperturbed interface, as
shown in figure 1(a). Projecting equations (2.8)–(2.10) on a plane polar (r, θ)
coordinate system, using the decomposition (2.2) and expressing (perturbation)
velocity components in terms of the (perturbation) stream function while retaining
up to linear terms in perturbed quantities we obtain,

∂η

∂t
+

(
1
r
∂ψ

∂θ

)
r=R0

= 0, (2.11)

µ

(
∂2ψ

∂r2
−

1
r
∂ψ

∂r
−

1
r2

∂2ψ

∂θ 2

)
r=R0

= 0, (2.12)

p(R0, θ, t)+ 2µ
(

1
r
∂2ψ

∂r∂θ
−

1
r2

∂ψ

∂θ

)
r=R0

=
T
R2

0

(
η+

∂2η

∂θ 2

)
, (2.13)

and

lim
r→∞

ω(r, θ, t)→ finite, lim
r→∞

ψ(r, θ, t)→ finite. (2.14a,b)

In further analysis, we use governing equations (2.5) and (2.6) along with boundary
conditions (2.11)–(2.14).
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3. Linear stability analysis – normal modes

Here we conduct a temporal stability analysis on the base state described earlier.
An azimuthal Fourier mode of the form cos(mθ) is imposed at the interface (see
figure 1a) and we solve for the eigenvalues and the radial part of the eigenfunctions,
using the normal mode approach. This implies setting the temporal dependency for
all field variables to be of the form exp(σ t). It will emerge from this analysis that
for a given value of m and Laplace number, La≡ (TR0ρ/µ

2), the problem admits a
discrete and a continuous spectrum. The discrete part of the spectrum is analysed in
the following sub-section.

3.1. Normal modes – discrete spectrum
Due to variable separability, we seek normal mode solutions in the form of standing
waves and set,

η(θ, t)= a0 cos(mθ)
[

1
2 exp(σ t)+ c.c.

]
, (3.1)

ω(r, θ, t)= sin(mθ)
[

1
2Ω(r) exp(σ t)+ c.c.

]
, (3.2)

ψ(r, θ, t)= sin(mθ)
[

1
2Ψ (r) exp(σ t)+ c.c.

]
, (3.3)

p(r, θ, t)= cos(mθ)
[

1
2P(r) exp(σ t)+ c.c.

]
, (3.4)

where c.c. stands for complex conjugate. Here Ω(r), Ψ (r) and P(r) are the
eigenfunctions while σ is related to the eigenvalue. We assume that a0 and m
are real (the latter restricted to only integer values for periodicity, m ∈ Z+) while σ
is allowed to be complex (temporal analysis). Due to σ being complex, Ω(r), Ψ (r)
and P(r) are complex functions of a real argument as will be seen in the subsequent
algebra. Substituting (3.2) and (3.3) into equations (2.5) and (2.6), we obtain[

d2Ω

dr2
+

1
r

dΩ
dr
−

(
m2

r2
+
σ

ν

)
Ω

]
exp(σ t)

2
+ c.c.= 0, (3.5)

and [
d2Ψ

dr2
+

1
r

dΨ
dr
−

m2

r2
Ψ −Ω

]
exp(σ t)

2
+ c.c.= 0. (3.6)

For (3.5) and (3.6) to hold at all time t, the coefficient of exp(σ t)/2 (or equivalently
that of exp(σ̄ t)/2), must be zero. The resultant equations are,

d2Ω

dr2
+

1
r

dΩ
dr
−

(
σ

ν
+

m2

r2

)
Ω = 0, (3.7)

d2Ψ

dr2
+

1
r

dΨ
dr
−

m2

r2
Ψ =Ω. (3.8)

Note that equation (3.7) has complex coefficients (since σ ∈ C). Consequently both
Ω(r) and Ψ (r) are complex functions of r (equation (3.8) has real coefficients but a
complex inhomogenous term). The solution to equation (3.7) is

Ω(r)= CKm(lr)+DIm(lr), (3.9)
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where C,D are (complex) constants of integration and Im,Km are mth-order, modified
Bessel functions of the first and second kind, respectively. We define l≡

√
σ/ν, noting

that l is like a wavenumber having the dimensions of inverse length. In the subsequent
algebra we write our equations in terms of l, replacing all instances of σ with νl2.

In order to prevent divergence of Ω(r) as r → ∞, we set D = 0 in (3.9). We
are thus implicitly assuming that Re(l) > 0 (Re(z) and Im(z) denote the real and
imaginary part of z), since for fixed m and z→∞, Im(z) is asymptotic to exp(z)/

√
2πz

(Abramowitz & Stegun 1965) which diverges as z → ∞ only if Re(z) > 0. With
Ω(r)=CKm(lr) from (3.9), the solution to (3.8) can be written as a linear combination
of the two independent homogenous solutions v1(r) = rm and v2(r) = r−m and the
particular integral (see equation (2.2.13) in Prosperetti (2011) and the algebra in the
supplementary material available at https://doi.org/10.1017/jfm.2019.809). This is,

Ψ (r)=

[
α + C

∫ r

∞

q−m+1Km
(
q̂
)

2m
dq

]
rm
+

[
β − C

∫ r

R0

qm+1Km
(
q̂
)

2m
dq

]
r−m. (3.10)

Here α and β are real constants of integration (since coefficients of the left-hand
side of (3.8) are real) whose value depends on the choice of the lower limits of
integration and q̂≡q

√
σ/ν=ql. We set α=0 in (3.10) to prevent divergence as r→∞

and obtain the following expression for Ψ (r) after some algebraic manipulations (see
supplementary material):

Ψ (r)= βr−m
+

(
C
l2

)
Km
(
r̂
)
−

CR0

2ml

(
r

R0

)−m

Km+1(R̂0), (3.11)

with r̂ ≡ rl, R̂0 ≡ R0l etc. In order to satisfy the boundary conditions, we need an
expression for perturbation pressure p(r, θ, t). This is obtained from the (linearised)
momentum equation for the radial component of velocity. Expressing the linearised
radial momentum equation in terms of the streamfunction ψ and using expression
(3.11) and (3.3), we obtain

1
ρ

∂p
∂r
=m cos(mθ)

[
1
2

{
νl2βr−m−1

−
νlC
2m

(
r

R0

)−m−1

Km+1(R̂0)

}
exp(νl2t)+ c.c.

]
.

(3.12)

Equation (3.12) can be integrated from r to ∞ with the boundary condition
p(∞, θ, t) = 0. We thus obtain the following expressions for the radial part of
the field variables as defined in (3.2)–(3.4):

Ω(r)= CKm
(
r̂
)
, (3.13)

Ψ (r)= βr−m
+

(
C
l2

)
Km
(
r̂
)
−

CR0

2ml

(
r

R0

)−m

Km+1(R̂0), (3.14)

P(r)= ρ
{
−νl2βr−m

+
νlCR0

2m

(
r

R0

)−m

Km+1(R̂0)

}
. (3.15)

Boundary conditions (2.11)–(2.13) lead to the following homogenous equations:

νl2a0 +
m
R0
Ψ (R0)= 0, (3.16)
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d2Ψ

dr2
−

1
r

dΨ
dr
+

m2

r2
Ψ

)
r=R0

= 0, (3.17)

P(R0)+ 2µm
(

1
r

dΨ
dr
−

1
r2
Ψ

)
r=R0

−
Ta0

R2
0

(
1−m2

)
= 0. (3.18)

Substituting expressions for Ψ (r) and its derivatives as well as P(r) from (3.13)–
(3.15) into (3.16)–(3.18) and after algebraic manipulations (see supplementary
material) we obtain three homogenous equations in a0, C and β. These are:

νl2

R0
a0 −

Km−1(R̂0)

2R̂0
C +mR−m−2

0 β = 0, (3.19)

−K′m−1(R̂0)C + 2m(m+ 1)R−m−2
0 β = 0, (3.20)

−
T
ρR2

0
(1−m2)a0 +

ν

R̂0

[
R̂2

0

2m
Km+1(R̂0)− (m− 1)Km−1(R̂0)

]
C

− νl2R−m
0

(
1+

2m(m+ 1)

R̂2
0

)
β = 0. (3.21)

For obtaining non-trivial values of a0, C and β, we must have∣∣∣∣∣∣∣∣∣∣∣∣∣

νl2
−

Km−1(R̂0)

2l
m
R0

0 −K′m−1(R̂0)
2m(m+ 1)

R2
0

−
T
ρR2

0
(1−m2)

ν

R̂0
G(R̂0) −νl2

(
1+

2m(m+ 1)

R̂2
0

)

∣∣∣∣∣∣∣∣∣∣∣∣∣
= 0, (3.22)

where G(R̂0) ≡ (R̂2
0/2m)Km+1(R̂0) − (m − 1)Km−1(R̂0). Solving the determinant we

obtain the viscous dispersion relation for azimuthal perturbations expressed in
non-dimensional form,

R̂4
0 +

{
2m(m+ 1)

(
1−

G(R̂0)

R̂0K′m−1(R̂0)

)}
R̂2

0

+La m(m2
− 1)

(
1−

(m+ 1)

R̂0

Km−1(R̂0)

K′m−1(R̂0)

)
= 0, (3.23)

where the Laplace number is defined as La ≡ TR0ρ/µ
2. Equation (3.23) may

be interpreted as a (non-dimensional) relation which determines R̂0 for given
values of La and m. A number of consistency checks have been performed on
this equation. In appendix A, we show that it reduces to the viscous dispersion
relation (equation (A 14)) in Cartesian coordinates (Lamb 1993) under the limit
m → ∞, R0 → ∞ such that m/R0 → k, where k is a constant and represents
wavenumber in Cartesian coordinates. In appendix B, we expand (3.23) in powers
of ν1/2 for small ν (large La) showing that it reduces to the inviscid limit (1.2).
The first viscous correction occurs at O(ν) and provides the damping rate for the
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FIGURE 2. Roots of (3.23) on the complex R̂0 plane for various m and La. Roots in
red do not satisfy the constraint Re(R̂0) > 0; (a) m= 2, La= 7.2× 105, (b) m= 3, La=
7.2 × 105, (c) m = 2, La = 102, (d) m = 3, La = 102, (e) m = 2, La = 2.5, ( f ) m = 3,
La= 2.5.

oscillation. For arbitrary values of Laplace number, equation (3.23) may be solved
numerically to determine R̂0 for given values of m and La. Note that the relation
K̄m(z) = Km(z̄) (Abramowitz & Stegun 1965) implies that the roots of (3.23) when
complex always occur in conjugate pairs. For given values of m and La, a finite
number of roots are found by numerically solving (3.23) in Matlab (MATLAB 2018)
using fsolve (script file provided as additional supplementary material). Among
these roots, a single conjugate pair is found to satisfy the constraint Re(R̂0) > 0 (see
discussion above equation (3.10) for Re(l) > 0 which translates non-dimensionally to
Re(R̂0) > 0). This is shown on the complex R̂0 plane in figure 2(a–f ) for various m
and La.

For all values of La and m examined here, we numerically find a single conjugate
pair of roots satisfying the constraint Re(R̂0)> 0 (roots in green in figure 2a–f ). From
this pair and using the relation σ = ν(R̂0/R0)

2, we obtain a corresponding conjugate
pair of values for σ . Table 1 provides a sample list of such pairs.
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FIGURE 3. Values of σ̂ ≡ (σ/ω0) on the complex plane for various values of La and
(a) m= 2 (b) m= 3.

Serial no. ρ µ T R0 m La≡
TR0ρ

µ2 R̂0 l=
R̂0
R0

σ =

(
R̂0
R0

)2

ν

1 1
√

2 0.5 1 2 0.25 0.08± 0.51i 0.08± 0.51i −0.37± 0.11i

2 1
√

0.2 0.5 1 2 2.5 0.47± 1.25i 0.47± 1.25i −0.60± 0.52i

3 1
√

0.02 0.5 1 2 25 1.53± 2.66i 1.53± 2.66i −0.67± 1.15i

4 1
√

2/20 0.5 1 2 100 2.74± 3.80i 2.74± 3.80i −0.49± 1.47i

5 1
√

2 0.5 1 3 0.25 0.008± 0.65i 0.008± 0.65i −0.59± 0.01i

6 1
√

0.2 0.5 1 3 2.5 0.62± 1.84i 0.62± 1.84i −1.34± 1.01i

7 1
√

0.02 0.5 1 3 25 2.15± 3.77i 2.15± 3.77i −1.36± 2.29i

8 1
√

2/20 0.5 1 3 100 3.87± 5.39i 3.87± 5.39i −0.99± 2.95i

TABLE 1. Sample roots of (3.23) satisfying Re(R̂0) > 0.

In figures 3(a) and 3(b), we show such complex conjugate pairs of values of
σ̂ ≡ σ/ω0 as a function of La for m = 2 and 3, respectively. It is seen that Re

(
σ̂
)

is always negative implying that all perturbations are damped. For La → ∞, the
curves representing the locus of all pairs of roots start from σ = ±iω0 (given by
(1.2)) and with decreasing Laplace number the curves turn around touching the
x axis asymptotically as La → 0. This is verified from (3.23) where for La = 0,
R̂0 = 0 is a root of the equation. As the curves in figures 3(a) and 3(b) do not
touch the real axis for any non-zero value of La, this implies that the response of
the filament always remains underdamped. Such lack of overdamped behaviour has
also been reported earlier for capillary oscillations on a bubble (Prosperetti 1980b).
This analytical prediction of the lack of an overdamped response at large viscosity
(i.e. small Laplace number) is tested using DNS in § 5.
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Capillary waves on a hollow filament 883 A21-13

3.2. Normal modes – continuous spectrum
In the previous section, we have numerically found that for a given value of m and
La, the dispersion relation (3.23) allows only two values of l and, correspondingly,
σ (a complex conjugate pair). This complex conjugate pair leads to two vorticity
eigenfunctions viz. the real and the imaginary parts of Km(lr). These constitute
the discrete spectrum (DS) eigenmodes. It is clear that these two eigenfunctions
which decay exponentially at large radii, cannot adequately express far field vorticity
perturbations. In order to ensure completeness, we need another set of eigenfunctions.
We show here that (for the same m and La as above) there is an additional,
uncountably infinite set of eigenfunctions labelled as the continuous spectrum (CS).
Note that in the previous section, we had assumed that Re(l) > 0. We now allow for
Re(l)= 0 in our analysis writing l=

√
σ/ν ≡ iξ with ξ ∈R+ (see Lamb (1993) for a

similar argument in Cartesian geometry). This implies σ is a real (negative) number
in contrast to earlier analysis where it was complex. We thus set

η(θ, t)= a0 exp(σ t) cos(mθ), (3.24)
ω(r, θ, t)= exp(σ t) sin(mθ)Ω(r), (3.25)
ψ(r, θ, t)= exp(σ t) sin(mθ)Ψ (r), (3.26)
p(r, θ, t)= exp(σ t) cos(mθ)P(r), (3.27)

and replace σ in the subsequent algebra with −νξ 2. In order to avoid a profusion of
symbols in the analysis, we retain the same symbols for all variables and constants
of integration as in the previous section. In terms of ξ , equations (3.7) and (3.8) may
be written as

d2Ω

dr2
+

1
r

dΩ
dr
+

(
ξ 2
−

m2

r2

)
Ω = 0,

d2Ψ

dr2
+

1
r

dΨ
dr
−

m2

r2
Ψ =Ω, (3.28a,b)

respectively. The solution to the first equation in (3.28) is

Ω(r)= CJm(ξr)+DYm(ξr), (3.29)

where C,D are real constants of integration (as coefficients of equation (3.24) are real)
and Jm,Ym are Bessel functions of the first and second kind, respectively.

Both Jm and Ym decay to zero as r→∞, and thus unlike the discrete spectrum
analysis, it is not necessary to set C or D to zero in (3.29). The solution to the
second equation in (3.28) with Ω(r) from (3.29) can be obtained using steps
which are identical to the previous section. The detailed algebra is provided in the
supplementary material. The expression for Ψ (r) satisfying boundedness constraints
at r→∞ is

Ψ (r)= βr−m
−

1
ξ 2
{CJm(r̂)+DYm(r̂)} +

R0

2mξ
{CJm+1(R̂0)+DYm+1(R̂0)}

(
R0

r

)m

,

(3.30)

where r̂ ≡ ξr, R̂0 = ξR0. The expression for pressure is obtained by integrating the
radial component of the momentum equation. After some algebra we obtain,

P(r)= ρ
[
νξ 2βr−m

+
νR̂0

2m
{CJm+1(R̂0)+DYm+1(R̂0)}

(
R0

r

)m
]
. (3.31)
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Note that we now have four unknowns viz. C, D, a0 and β with three boundary
conditions (like earlier) to determine these. Substituting expressions (3.24)–(3.27)
into (2.11)–(2.13) and using expressions for Ω(r), Ψ (r) and P(r) from (3.29), (3.30)
and (3.31), respectively, we obtain the following linear equations. Due to having three
equations for four unknowns (a0, β, C,D), we can only determine three ratios from
these equations. We have chosen these to be a0/β, C/β and D/β. The equations for
these are,

a11

(
a0

β

)
+ a12

(
C
β

)
+ a13

(
D
β

)
=−mR−m−1

0 , (3.32)

a21

(
a0

β

)
+ a22

(
C
β

)
+ a23

(
D
β

)
= 2m(m+ 1)R−m−2

0 , (3.33)

a31

(
a0

β

)
+ a32

(
C
β

)
+ a33

(
D
β

)
=−νξ 2R−m

0

(
1−

2m(m+ 1)

R̂2
0

)
, (3.34)

with the coefficients

a11 ≡−νξ
2, a12 ≡

1
ξ

{
1
2

Jm+1(R̂0)−
m

R̂0
Jm(R̂0)

}
,

a13 ≡
1
ξ

{
1
2

Ym+1(R̂0)−
m

R̂0
Ym(R̂0)

}
,

a21 ≡ 0, a22 ≡ J′m−1(R̂0), a23 ≡Y′m−1(R̂0),

a31 ≡−
T
ρR2

0
(1−m2), a32 ≡

ν

R̂0

[
R̂2

0

2m
Jm+1(R̂0)− (m− 1)Jm−1(R̂0)

]
,

a33 ≡
ν

R̂0

[
R̂2

0

2m
Ym+1(R̂0)− (m− 1)Ym−1(R̂0)

]
.



(3.35)

In contrast to the analysis in § 3.1, note that equations (3.32)–(3.34) are three
inhomogeneous equations. It is clear that there is no dispersion relation in the present
case, since the determinant of the homogenous part of (3.32)–(3.34) is not zero in
order to obtain a non-trivial solution. Non-trivial values of (a0/β, C/β, D/β) are
obtainable for every value of 0<ξ <∞ by solving equations (3.32)–(3.34). Note that
since σ =−νξ 2, this implies that −∞<σ < 0 for the continuous spectrum.

3.3. Eigenfunctions and completeness
Having demonstrated the existence of the discrete and continuous spectrum in §§ 3.1
and 3.2, we now examine the vorticity eigenfunctions. For a given value of m and
La, there is a complex conjugate pair of l, l̄ obtained from the dispersion relation and
correspondingly the DS eigenmodes for vorticity are (equation (3.9) with D= 0)

Km(lr), Km(l̄r). (3.36)

These modes decay to zero exponentially fast as r→∞ since Km(z)∼
√

π/2z exp(−z)
as z→∞. Figure 4(a,b) shows these eigenfunctions plotted as a function of radius for
two different values of La. It is seen that the length scale of decay of the eigenmodes
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FIGURE 4. (a,b) DS eigenmodes. (c) CS eigenmodes, with (a) La = 2.5, m = 2,
(b) La= 100,m= 2, (c) ξ = 2.

increases with increasing viscosity. In addition we also have the CS eigenmodes which
decay algebraically to zero. These are (equation (3.29))

Jm(ξr), Ym(ξr), (3.37)

with 0< ξ <∞. Note that the DS eigenfunctions in (3.36) are square integrable (in
R0+ η6 r 6∞) while those in (3.37) are not, in agreement with known behaviour of
CS eigenfunctions in other geometries (Prosperetti 1976, 1980a; Farsoiya et al. 2017).

The completeness theorem (for the perturbation vorticity field) may be written as a
linear superposition of the DS and the CS modes. For an interfacial Fourier mode of
index m, any arbitrary initial distribution of vorticity may be (formally) represented
as

Ω(r, 0)=
∑

i

CiKm(l(i)r)+
∫
∞

0
{D(ξ)Jm(ξr)+ E(ξ)Ym(ξr)}ξ dξ, (3.38)

where Ci, D(ξ) and E(ξ) are to be obtained from the inner product of Ω(r, 0) with
Km, Jm and Ym using suitable orthogonality conditions. The integral in (3.38) is
purposely written in the form of an inverse Fourier–Bessel transform. From normal
mode analysis, the time evolution of Ω(r, t) may be written as

Ω(r, t) =
∑

i

CiKm(l(i)r) exp(σ (i)t)

+

∫
∞

0
{D(ξ)Jm(ξr)+ E(ξ)Ym(ξr)}ξ exp(−νξ 2t) dξ, (3.39)

where it is seen that (3.38) is recovered from (3.39) at t=0. The integral in (3.39) can
produce terms with non-exponential time dependence, a contribution which is missed
if the continuous spectrum is not taken into account. It will be seen in the next section,
that perturbing the interface with a single Fourier mode and zero perturbation vorticity
everywhere in space, represents such an initial condition.

Similar to (3.38) which is a decomposition in space, it is also possible to write a
corresponding completeness theorem for any function of time by expressing it as a
linear combination of the discrete spectrum frequencies (allowed by the dispersion
relation) and an integral superposition over the continuous spectrum frequencies
e.g. the amplitude of the standing wave perturbation is expected to be

a(t)
a0
=

∑
i

κi exp(σ (i)t)+
∫ 0

−∞

Ξ(σ) exp(σ t) dσ , (3.40)
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where κi and Ξ(σ) are to be obtained from the initial conditions. Note that the σi
in (3.39) and (3.40) are obtained from the l(i) using the relation σ (i)= ν(l(i))2 ensuring
that only those l(i) satisfying Re(l(i)) > 0 are used. Equations (3.39) and (3.40) are
written based on the normal mode analysis presented here and in § 3.1. By solving the
corresponding IVP, it will be shown in § 4 that one can analytically obtain expressions
of exactly the same form as (3.39) and (3.40). Furthermore, the IVP solution will
provide expressions for Ci,D(ξ), E(ξ) in (3.39) as well as κi, Ξ(σ) in (3.40).

4. Initial value problem
In this section, we solve the IVP with initial perturbation comprising a single

interfacial azimuthal Fourier mode of index m with zero initial velocity (vorticity)
everywhere in the outer fluid. We further assume that there is no impulse at the
interface initially. For m > 2 and La > 0, it is seen from (3.36) and (3.37) that
the vorticity field associated with the DS and CS eigenfunctions decays to zero
exponentially and algebraically, respectively. Consequently the aforementioned initial
condition we solve for here, requires a linear superposition of the DS as well as the
CS eigenfunctions, to achieve a cancellation of vorticity everywhere in space. This
implies that the initial condition excites the DS and the CS modes. We consequently
anticipate the temporal evolution of the interface to be a summation of discrete
exponential terms and an integral over a continuous range of exponential terms (see
Prosperetti (1976) for similar conclusions for viscous capillary waves on a deep pool
of liquid). For solving the IVP, we set

η(θ, t)= a(t) cos(mθ), (4.1)
ω(r, θ, t)= sin(mθ)Ω(r, t), (4.2)
ψ(r, θ, t)= sin(mθ)Ψ (r, t), (4.3)
p(r, θ, t)= cos(mθ)P(r, t). (4.4)

Substituting expressions (4.1)–(4.4) in (2.5) and (2.6), we obtain

∂Ω

∂t
= ν

[
∂2Ω

∂r2
+

1
r
∂Ω

∂r
−

m2

r2
Ω

]
, (4.5)

∂2Ψ

∂r2
+

1
r
∂Ψ

∂r
−

m2

r2
Ψ =Ω. (4.6)

Define the Laplace transform and inverse transform pair f (t) and f̃ (s) as,

f̃ (s)≡
∫
∞

0
f (t) exp(−st) dt. (4.7)

With initial conditions described earlier in this section, we have a(0) = a0,
ȧ(0) = 0, Ω(r, 0) = 0 and the Laplace transform of (4.5) and (4.6) is (Laplace
transformed variables are indicated with a tilde on top)

∂2Ω̃

∂r2
+

1
r
∂Ω̃

∂r
−

(
s
ν
+

m2

r2

)
Ω̃ = 0,

∂2Ψ̃

∂r2
+

1
r
∂Ψ̃

∂r
−

m2

r2
Ψ̃ = Ω̃(r, s). (4.8a,b)

The algebra henceforth is entirely similar to that in § 3.1 except that now (4.5)
and (4.6) are partial differential equations. The solutions to the first and second
equation in (4.8) are
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Ω̃(r, s)= C̃(s)Km(hr), (4.9)

Ψ̃ (r, s)= β̃(s)r−m
+

(
C̃(s)
h2

)
Km(hr)−

C̃(s)R0

2mh

(
r

R0

)−m

Km+1(hR0), (4.10)

where h≡
√

s/ν. C̃(s), D̃(s) are complex functions while β(s) is a real function of s.
Equations (4.9) and (4.10) are obtained under the constraint Re(h) > 0 in order to
prevent divergence as r → ∞. We discuss this point when discussing the Laplace
inversion in appendix D. Using steps identical to the discrete spectrum derivation, we
can obtain an expression for the radial part of the perturbation pressure in the Laplace
domain. This is,

P̃(r, s)= ρ

{
−sβ̃(s)r−m

+
sC̃(s)R0

2mh

(
r

R0

)−m

Km+1(hR0)

}
. (4.11)

Laplace transforming the boundary conditions (2.11)–(2.13) and using expressions for
Ω̃(r, s), Ψ̃ (r, s) and P̃(r, s) from (4.9)–(4.11) in these, we obtain three inhomogenous
equations in the three unknowns viz. ãm(s), C̃(s) and β̃(s). These are

s
R0

ã(s)−
Km−1(hR0)

2hR0
C̃(s)+mR−m−2

0 β̃(s)=
a0

R0
, (4.12)

−K′m−1(hR0) C̃(s)+ 2m(m+ 1)R−m−2
0 β̃(s)= 0, (4.13)

−
T
ρR2

0
(1−m2)ã(s)+

ν

hR0

[
h2R2

0

2m
Km+1(hR0)− (m− 1)Km−1(hR0)

]
C̃(s)

− sR−m
0

(
1+

2m(m+ 1)
h2R2

0

)
β̃(s)= 0. (4.14)

The expression for ã(s) can be obtained from (4.12)–(4.14). It is shown in § 3 of the
supplementary material that this is (written in the same form as by Prosperetti (1976)
earlier in Cartesian geometry),

ã(s)=
[

s+M(s)
s2 + sM(s)+w2

0χ(s)

]
a0, Re

(√
s
ν

)
> 0, (4.15a,b)

with

G(s)≡

s
ν

R2
0

2m
Km+1

(√
s
ν

R0

)
− (m− 1)Km−1

(√
s
ν

R0

)
,

χ(s)≡ 1−
(m+ 1)√

s
ν

R0

Km−1

(√
s
ν

R0

)
K′m−1

(√
s
ν

R0

) ,

M(s)≡
2νm(m+ 1)

R2
0

1−
G(s)√

s
ν

R0K′m−1

(√
s
ν

R0

)
 ,

w2
0 ≡

Tm(m2
− 1)

ρR3
0

.



(4.16)
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Note that ω0 is the inviscid frequency discussed in the Introduction in (1.2), under the
approximation ρO

� ρI .
In order to obtain an expression for a(t), we need the Laplace inversion of (4.15).

For this it is necessary to know the poles and branch points (and the consequent
branch cut structure) of ã(s). The possibility of ã(s) having branch points arises due
to Km(z) having a branch point at z= 0 (and at z=∞) (Abramowitz & Stegun 1965)
as seen from the following series representation (Parnes 1972):

Km(z) =
1
2

m−1∑
r=0

(−1)r
(m− r− 1)!

r!

(
2
z

)m−2r

+ (−1)m+1 1
m!

( z
2

)m
[

ln
( z

2

)
−

1
2
Ψ (m+ 1)+

1
2
γ

]
+ · · · , (4.17)

where Ψ (m+ 1)=1+ 1
2 +

1
3 +· · ·+1/m−γ and γ ≈0.57721 is the Euler–Mascheroni

constant and Ψ (1)=−γ . Expression (4.17) evaluated for specific cases of m= 1, 2, 3
and 4 are provided in the additional supplementary material. It is clear from these
expressions that for m> 0, Km(z) diverges as z−m at z= 0 and in addition z= 0 is also
a logarithmic branch point. In order to show that ã(s) in (4.15) has a branch point at
s= 0, we use the Series function in Mathematica (Wolfram Research, Inc. 2016) and
expand ã(s) for m=2,3 etc. To prevent lengthy expressions we set µ=

√
0.2, R0=1.0,

T = 0.5, ρ = 1 with m= 2, 3 in (4.15) (these parameters correspond to cases 1 and 3
in table 2 described in § 5) for obtaining these expansions, although the conclusions
are expected to remain true for other values as well. The expansions are (subscripts
on ã(s) indicate the value of m)

ã2(s)
a0
= 0.894427+ (−0.75 ln(s)− 0.896309)s+ · · · , (4.18)

(4.19)
ã3(s)

a0
= 0.596285− 0.05s+ (0.124226 ln(s)− 0.122629)s2

+ · · · ,

...
...

...
...

...
...

...
...

Note the presence of terms of the form sm−1 ln(s) in (4.18) and (4.19) which have
branch points at s= 0 and s=∞. These branch points are inherited from Km(

√
s/νR0)

as can be seen in the series expansions provided in the supplementary material. We
depict the imaginary parts of ã(s) given by (4.15) for m= 2, 3 in figures 5(a) and 5(b).
It is clearly seen that the negative real axis is a line of discontinuity for Im(ã(s)/a0)

for m = 2 and 3, respectively. The peaks in these figures are due to the two poles
of ã(s) and the domain of the imaginary axis (Im(s)) has been restricted to enable
visualisation of the branch cut.

We now proceed to invert (4.15) for which we re-write it as,

ã(s)=
L(s)
Q(s)

a0, Q(s)≡ s2
+ sM(s)+ω2χ(s), L(s)≡ s+M(s). (4.20a−c)

As is to be expected, the denominator Q(s) in (4.20) is the dispersion relation (3.23)
written in terms of σ , with s replacing σ . Denoting the roots of Q(s) = 0 as si

(i.e. roots satisfying the constraint Re(
√

s/ν) > 0, see (4.15)) and using the Cauchy
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/a
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FIGURE 5. Discontinuity of Im(ã(s)) in (4.15) on the negative real axis, for m= 2 and
3. The peaks are due to the poles of ã2(s) and ã3(s). Parameters for ã(s) have been
chosen corresponding to case 1 and 3 in table 2; (a) Im(ã2(s)/a0) on complex s plane,
(b) Im(ã3(s)/a0) on complex s plane.

Case Grid a0 ρO µO ρI µI T R0 m La≡
TR0ρ

µ2
ε ≡

a0m
R0

0 256× 256 0.05 1 — 10−4 — 0.5 1 2 ∞ 0.1
1 256× 256 0.05 1

√
0.2 10−4 10−4 0.5 1 2 2.5 0.1

2 256× 256 0.05 1
√

2/20 10−4 10−4 0.5 1 2 100 0.1

3 256× 256 1/30 1
√

0.2 10−4 10−4 0.5 1 3 2.5 0.1
4 256× 256 1/30 1

√
2/20 10−4 10−4 0.5 1 3 100 0.1

5 256× 256 0.05 1 0.01 10−3 10−4 1 1 2 104 0.1
6 256× 256 0.15 1 0.01 10−3 10−4 1 1 2 104 0.3
7 256× 256 0.25 1 0.01 10−3 10−4 1 1 2 104 0.5
8 256× 256 0.05 1 0.01 0.01 10−4 1 1 2 104 0.1
9 256× 256 0.05 1 0.01 0.1 10−4 1 1 2 104 0.1
10 256× 256 0.05 1 0.01 1 10−4 1 1 2 104 0.1

TABLE 2. The DNS parameters.

residue theorem, the formal inversion of (4.20) may be expressed as (using the keyhole
contour discussed in appendix E)

a(t)
a(0)

=
1

2πi

∫ c+i∞

c−i∞

L(s)
Q(s)

exp[st] ds

=

∑
i

L(si)

Q′(si)
exp(sit)

−
1

2πi

∫
∞

0

{(
L(x exp(iπ))
Q(x exp(iπ))

)
−

(
L(x exp(−iπ))
Q(x exp(−iπ))

)}
exp[−xt] dx, (4.21)

with c> 0 and the prime in Q′ denoting a derivative. Note that the ratio L(s)/Q(s)
satisfies the relation

L(s̄)
Q(s̄)

=

(
L(s)
Q(s)

)
. (4.22)
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Consequently, the expression inside the braces in the integral of (4.21) is a purely
imaginary quantity implying (4.21) may be written as

a(t)
a(0)
=

∑
i

L(si)

Q′(si)
exp(sit)−

1
π

∫
∞

0
Im
{(

L(x exp(iπ))
Q(x exp(iπ))

)}
exp[−xt] dx. (4.23)

Comparing (4.23) with expression (3.40), with the replacement σ = −x, it is seen
that they are the same expressions. Equation (4.23) serves to determine κi and Ξ(σ)
in (3.40). Expression (3.40) was obtained from normal mode analysis while (4.23)
obtained through the IVP solution validates our analysis. In an entirely analogous
manner, the inversion for Ω̃(r, s) in (4.9) (see expression for C̃(s) in appendix D)
may be accomplished using the Cauchy residue theorem as

Ω̂(r, t) ≡
R0

2(m+ 1)a0ω
2
0
Ω(r, t)

=

∑
i

Km

(
r
√

si

ν

)
K′m−1

(
R0

√
si

ν

)
Q′(si)

exp(sit)

−
1
π

∫
∞

0
Im
{(

R(r, x exp(iπ))
Q(x exp(iπ))

)}
exp[−xt] dx, (4.24)

with R(r, s)≡ (Km(r
√

s/ν))/(K′m−1(R0
√

s/ν)) and the prime indicating differentiation.
It is shown in appendix E that the integral on the right-hand side of (4.24) may be
re-written in terms of Bessel functions J and Y allowing us to rewrite (4.24) as

Ω̂(r, t) =
∑

i

Km

(
r
√

si

ν

)
K′m−1

(
R0

√
si

ν

)
Q′(si)

exp(sit)

−
1
π

∫
∞

0

A(x)Jm

(
r
√

x
ν

)
−B(x)Ym

(
r
√

x
ν

)
A(x)2 +B(x)2

exp[−xt] dx, (4.25)

with

A(x)≡ (x2
−ω2

0)Ym(α)+ 2x2

{
Y′′m(α)−

m(m+ 1)
α2

Ym−2(α)

}
−

2ω2
0

α
Ym−1(α),

B(x)≡ (x2
−ω2

0)Jm(α)+ 2x2

{
J′′m(α)−

m(m+ 1)
α2

Jm−2(α)

}
−

2ω2
0

α
Jm−1(α),

 (4.26)

where α≡R0
√

x/ν. Comparison of expression (4.25) with (3.39), with the replacement
√

x/ν= ξ , shows that they are of the same form with (4.25) determining Ci,D(ξ) and
E(ξ) in (3.39). Expressions (4.23) and (4.25) are the central results of our analysis
and they verify equations (3.40) and (3.39), respectively, obtained earlier from normal
mode analysis. In order to validate analytical predictions (4.23) and (4.25), we
compare with DNS in the next section.
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r
œ

L

FIGURE 6. DNS geometry (not to scale).

5. Direct numerical simulations

In this section, we discuss the implementation of an in-house code used for DNS.
The in-house code solves for the velocity and pressure fields in two immiscible fluid
phases keeping track of the interface between these as a function of time. The basic
inviscid algorithm is described in Singh, Farsoiya & Dasgupta (2019) and we provide
an outline of the salient features here. The incompressible Navier–Stokes equations are
written in the following semi-conservative form (Tryggvason, Scardovelli & Zaleski
2011) including surface tension as a body force (Brackbill, Kothe & Zemach 1992),

∇ · u= 0,
∂u
∂t
+∇ · (uu)=−

1
ρ
∇p+

1
ρ
∇ · [µ(∇u+∇uT)] +

T
ρ
κδsn. (5.1a,b)

Here T is the coefficient of surface tension, ρ is the density, κ is the local interfacial
curvature, δs is a surface delta function and n is the unit normal to the interface.
Our code implements the one-fluid approach (Tryggvason et al. 2011) where a single
set of (5.1) are solved in both fluid phases (see DNS geometry in figure 6) with
density and viscosity being spatially varying functions obtained from a linear weighted
combination of the inner and outer fluid density (ρI, ρO) and viscosity (µI, µO),
based on a colour function. We use the finite-volume approach for which we define
an averaged velocity in a control volume (computational cell) as,

ūi,j(t)≡
1

Vi,j

∫
Vi,j

u(x, t) dV, (5.2)

where Vi,j denotes the volume (area in two dimensions) of the (i, j) computational cell
(i, j= 1, 2, . . . N with N being the number of grid points in every spatial direction).
We employ a staggered grid and using definition (5.2), we integrate (5.1) (Tryggvason
et al. 2011) over a computational control volume (see Tryggvason et al. (2011) and
Singh et al. (2019) for details) to obtain

dūi,j

dt
= Pi,j +Ai,j +Di,j + Si,j, ∇ · ūi,j = 0, (5.3a,b)
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where P,A,D and S stand for discrete versions of pressure, advection, diffusion and
source terms, respectively, (Tryggvason et al. 2011; Singh et al. 2019). The advection
term Ai,j requires interpolating velocities at the computational cell walls and this is
done using a fifth-order weighted essentially non-oscillatory (known as WENO)
scheme (Shu 2009). The diffusion terms are discretised using a Crank–Nicholson
scheme (Patankar 1980). Using Chorin’s projection method (Chorin 1968) the
velocity and pressure fields at the (k + 1)th time step (ūk+1, pk+1) are calculated
from the velocity-field at the kth time step and the incompressibility constraint, using
an intermediate velocity field ū∗. Implicit equations for pressure and velocity are
iteratively solved using a multigrid Gauss–Siedel V-cycle algorithm (Moin 2010).
Interface tracking is based on the volume-of-fluid (VOF) method (Hirt & Nichols
1981) for which a colour is defined as (Malan et al. 2019),

ci,j(t)≡
1
V

∫
V
χ(x, t) dV, (5.4)

where χ(x, t) is like a Heaviside function whose value is unity when x lies in
one of the fluids and zero when it lies in the other. The integration in (5.4) is
over a computational control volume. Computational cells fully filled with the
inner fluid (density ρI) have c = 1 while those fully filled with the outer fluid
(density ρO) have c = 0. Those cells with 0 6 c 6 1 have the interface. The
density and viscosity field are obtained using ρi,j(t) = ci,j(t)ρI

+ (1 − ci,j(t))ρO

and µi,j(t) = ci,j(t)µI
+ (1 − ci,j(t))µO, respectively. Using the ci,j field at any given

instant of time, the interface is reconstructed using the piecewise, linear, interface
reconstruction algorithm (known as LVIRA) (Puckett et al. 1997). Note that in DNS
data, contours of constant cij (between zero and unity) are approximately analogous
to F in (2.7) since by definition, the interface is a curve on which F = 0. In order
to evolve ci,j in time, the discrete form of an advection equation (Malan et al. 2019;
Singh et al. 2019) is obtained by integrating over a computational control volume.
An important feature of the VOF algorithm is that fluxes through the control volume
boundaries are estimated geometrically. We use the forward and reverse algebraic
relations described in Scardovelli & Zaleski (2000) for calculating these fluxes.

In flows dominated by capillary effects as studied here, accurate curvature
calculation is crucial. We use the direction-averaged curvature (DAC) method used
earlier in Lörstad & Fuchs (2004) and Kalland (2008) for curvature estimation.
Details of the DAC algorithm are described in figure 1 of Singh et al. (2019). The
time stepping used in the code is based on a combination of Courant–Friedrichs–Lewy
(CFL) based restrictions as well as the minimum step size based on a capillary time
scale constraint i.e. 1t = CFL × [min( 1

2(∆/Umax),
√
(ρI + ρO)∆3/4πT)], where

∆ is the uniform mesh size and we have used a CFL = 0.25. Note that as our
numerical formulation for discretising the viscous terms in (5.3) is implicit, there is no
restriction on 1t due to viscosity. Many additional test cases (including comparisons
with experimental data) have been performed for benchmarking the in-house solver.
Results from these are provided in § 4 of the accompanying supplementary material.

6. Results and discussion

The DNS geometry is shown in figure 6. The simulation domain size L was chosen
to be sufficiently large relative to the undisturbed filament radius R0, to effectively
mimic a radially unbounded domain. For the present purpose, we found that choosing
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FIGURE 7. For NMA (a) C= 0.5+ 0.57i and (b) C= 0.5+ 0.166i. (a) Case 1 in table 2,
(b) case 2.

L/R = 10 was sufficient to eliminate finite domain effects on the time scale of our
simulations. The normal velocity on all computational domain boundaries is zero. We
also impose zero normal derivative for the tangential component of velocity, pressure
and volume fraction. The DNS are governed by five non-dimensional parameters viz.
m, Laplace number La, density ratio ρr = ρ

I/ρO, viscosity ratio µr ≡ µ
I/µO and

ε≡ a0m/R0, a nonlinearity parameter. In order to compare results obtained from DNS
with the linearised theory presented earlier, we require the nonlinearity parameter
ε � 1. In addition we need to ensure that the density and viscosity ratio are small
i.e. ρr, µr � 1, in order to keep dynamic effects of the fluid inside the filament to
a minimum. All DNS parameters are summarised in table 2. All viscous simulations
have been performed choosing density ratio ρr ranging from 10−4

− 1 and viscosity
ratio in the range µr ≈ 10−3 and 10−4. For minimising nonlinear effects, we chose
ε= 0.1 in most simulations. Note that in table 2, the values for viscosity of the outer
fluid (µO) were chosen to ensure integral values of La. All simulations are initiated
with an interfacial perturbation of the form r = R0 + a0 cos(mθ) with zero velocity
everywhere in the domain. The resultant motion of the interface is tracked in time
and the vorticity field is computed from the velocity field obtained in DNS. As a
first step, we have validated the inviscid dispersion relation (1.2) by imposing an
azimuthal Fourier mode m = 2 in our solver and integrating the inviscid equations
of motion (parameters corresponding to case 0 in table 2). It is shown in figure 4(a)
of the supplementary material that the time signal obtained from DNS and fitted to
a(t)/a0= cos(ω0t) shows good agreement (see Singh et al. (2019) for more numerical
tests on this inviscid problem). For figures 7(a), 7(b), 8(a) and 8(b), all time signals
are obtained by tracking the interface at θ = 0 (see figure 6), although choosing any
other θ would lead to identical signals. We compare data obtained from DNS with
predictions from expressions (4.23) and (4.25). Note that for evaluating the discrete
part of both expressions (i.e. the summed over terms on the right-hand side), we
have employed the Mathematica function FindRoot (Wolfram Research, Inc. 2016).
The integrals in both expressions are solved numerically using the Mathematica
function NIntegrate (Wolfram Research, Inc. 2016). The script files for doing this
are provided as additional supplementary material.

Comparing figures 7(a) and 7(b), it is seen that the solution to the IVP given by
(4.23) agrees very well with DNS. In contrast, the discrete part of expression (4.23)
(labelled as DS) shows a poor agreement at t = 0 especially at large values of
viscosity (smaller La). The same behaviour is also observed in figures 8(a) and 8(b)
for a Fourier mode with m = 3. We also compare with an approximation labelled
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FIGURE 8. For NMA (a) C = 0.5 + 0.66i and (b) C = 0.5 + 0.169i. (a) Case 3,
(b) case 4.
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FIGURE 9. Effect of change of (a) ε, (b) ρr. (a) Cases 5, 6 and 7. (b) Cases 8, 9 and 10.

as the normal mode approximation (NMA) in figures 7(a)–8(b). This approximation
utilises the observation that the discrete spectrum has two roots, σ and σ̄ , only.
Consequently it is possible to obtain an approximate solution for the amplitude
a(t) = C exp(σ t) + C̄ exp(σ̄ t) with C being a complex constant whose real and
imaginary parts are determined by initial conditions a(0) = a0 and ȧ(0) = 0 (see
Farsoiya et al. 2017). Unlike the DS approximation, the NMA has the advantage that
by construction it satisfies initial conditions for a(t). It is seen in figures 7(a)–8(b)
that while the NMA is a better approximation at early times, the DS approximation
improves over it at later stages showing less disagreement with DNS, even at lower
values of La. We also observe that for La = 2.5, the interface continues to show
underdamped behaviour (see figures 7a and 8a), consistent with our predictions
from the dispersion relation (3.23) in § 3.1. Figures 9(a) and 9(b) show the effect
of increasing the nonlinearity parameter ε and density ratio ρr. Note that with we
have used a relatively high value of Laplace number purposely in order to reduce
damping and highlight nonlinear effects. It is seen from figure 9(a) that nonlinear
effects are quite pronounced at ε = 0.5. Similarly, systematic effects of inertia of the
gas inside is seen in figure 9(b) as ρr is increased, with large deviations from the
present theoretical predictions seen at ρr = 1.

For comparing vorticity fields, we note that our in-house solver is written in
Cartesian coordinates (x–y) while the analytical expressions for Ω̂(r, t) (4.25)
are obtained in plane-polar (r–θ ) coordinates (see figure 1a). It is shown in the
supplementary material, § 5 that the out-of-plane z component of the vorticity
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FIGURE 10. DNS vorticity contours for ω; (a) t=π/ω0, case 1,
(b) t=π/ω0, case 2.
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FIGURE 11. Analytical vorticity contours; (a) t=π/ω0, case 1,
(b) t=π/ω0, case 2.

ωCartesian
z ≡ (∂v/∂x) − (∂u/∂y), is the same as the (axial) z component of vorticity

in cylindrical coordinates (or polar coordinates) (ω ≡ (1/r){∂/∂r(ruθ) − (∂ur/∂θ)}).
In figures 10(a) and 10(b) we show the contour of the vorticity field ω(r, θ, t)
obtained from DNS at t = π/ω0. In both figures, the vorticity field inside the
filament (i.e. 0 6 r 6 R0 + η) has been removed to enable comparison with the
analytical prediction from IVP in figures 11(a) and 11(b). The four lobes seen in
these figures correspond to an azimuthal dependence of sin(2θ). Note that the sign is
opposite as Ω(r, t) is negative at the instant of time. Figure 10(a) corresponds to a
higher viscosity and thus has a thicker vorticity layer compared to figure 10(b). For
comparison, we have also plotted the analytical prediction from (4.2) and (4.25) in
figures 11(a) and 11(b). A good agreement is observed in the analytically predicted
vorticity field vis-à-vis DNS data. The difference between analytical and DNS vorticity
data in figures 10(a), 10(b) and 11(a), 11(b) are plotted as contours in figures 12(a)
and 12(b). It is seen that apart from thin regions very close to the interface, a very
good agreement is found. The reasons for this deviation close to the interface are
discussed below.
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FIGURE 12. Difference between analytical and DNS contours for vorticity; (a) t=π/ω0,
case 1, (b) t=π/ω0, case 2.
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FIGURE 13. Cancellation of vorticity at t= 0 between CS and DS modes.

For further quantitative comparison, figures 13 and 14(a–d) show the vorticity
profiles outside the filament (r > R0 + η) at θ = π/4 as a function of radius, at
different instants of time. The parameters correspond to case 1 in table 2. A good
match is seen in every case. The slight disagreement seen between DNS and analytical
prediction (4.25) near the interface r= R0 + η≈ 1, is to be expected as the interface
in DNS experiences a small amount of tangential stress exerted by the fluid inside the
filament. This is not taken into account in the theory where the interface is treated as
being free of tangential stress at all times (see boundary condition (2.9)). Note that
independent of whether the motion in the gas phase inside the filament is modelled
or not, tangential stress at the interface is continuous. A comparison of prediction
from (4.25) and CS and DS contributions at t = 0 are shown in figure 13. As we
solve for zero initial vorticity, the CS and DS contributions are exactly equal and
opposite at t= 0 at all radii. The temporal evolution of the vorticity field with radius,
are shown in figure 14(a–d). It is seen that the DS approximation to the vorticity
field given by the summation terms alone in (4.25), follows the same qualitative
trend as DNS but has a large quantitative mismatch. In contrast the sum of CS and
DS provides very good agreement at all times. Note from these figures that at large
radii, wherever the DS contribution is slightly different from zero, the CS is also
different from zero and of the same order of magnitude, although it has the opposite
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FIGURE 14. Ω̂ versus radius at θ = π/4 at different times: case 1 in table 2. (a) t =
π/2ω0, case 1, (b) t=π/ω0, case 1, (c) t= 3π/2ω0, case 1, (d) t= 2π/ω0, case 1.

sign. The DNS signal which contains contributions from the CS and the DS together,
as implied by (4.25), receives an almost equal and opposite contribution from both,
especially at large radii thus adding up to near zero there.

7. Conclusions
In this study, we have analysed the temporal spectrum of linearised, azimuthal

Fourier modes on a hollow cylindrical filament, surrounded by radially unbounded,
quiescent, viscous fluid. The base state is found to be stable to all azimuthal
Fourier modes of standing wave form. Using normal mode analysis, we obtain the
dispersion relation governing the discrete spectrum for the problem. The dispersion
relation is a transcendental equation whose numerical (and perturbative) solution
predicts that all azimuthal Fourier modes respond in an underdamped manner,
even at large values of fluid viscosity. Using normal modes, we also show that
in addition to the discrete spectrum, the problem admits a continuous spectrum. The
discrete spectrum eigenfunctions decay exponentially at large radii and thus cannot
adequately represent far field perturbations. A continuum of uncountably infinite
eigenfunctions are also found which decay to zero algebraically at large radii and
are essential for representing far field perturbations. The completeness theorem for
the perturbation vorticity field is a sum over the discrete eigenmodes and an integral
over the continuous ones. A similar completeness theorem is also obtained for the
amplitude of the standing wave. We solve the linearised IVP for a perturbation
taken to be an azimuthal Fourier mode with zero perturbation vorticity. Analytical
expressions governing the time dependence of the amplitude of the standing wave
and its associated vorticity field are obtained in the Laplace s domain. Analysis of
these show that in addition to poles, they also have branch points on the complex
s plane. Laplace inversion of these expressions using the Cauchy residue theorem
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shows that the discrete spectrum comes from the residue at the zeroes (which manifest
themselves as poles) of the dispersion relation while the continuous spectrum comes
from the difference in contribution on either side of the branch cut. The zero vorticity
initial condition investigated here has projections on the discrete as well as the
continuous spectrum. Consequently the discrete as well as the continuum eigenmodes
are excited initially and the subsequent motion of the interface resembles a standing
wave whose amplitude is a sum of discrete exponentials and an integral over a
continuous range of exponentials. Linearised analytical predictions are compared to
DNS conducted using a code developed in-house and excellent agreement is observed
with the IVP solution at all times for small values of the nonlinearity parameter ε.
In contrast, the discrete spectrum approximation is found to be a poor approximation
at early times, especially at O(1) Laplace numbers. Future lines of analysis involve
taking into account a non-zero vorticity perturbation Ω(r, 0) in the far field for a
three-dimensional hollow filament. This is currently underway and will be reported
subsequently.

Supplementary materials
Supplementary materials are available at https://doi.org/10.1017/jfm.2019.809.
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Appendix A
A consistency check on (3.23) is to demonstrate that it reduces to the viscous

dispersion relation in Cartesian geometry (see Lamb 1993) in the limit m→∞,R0→

∞ such that m/R0→ k where k is the wavenumber in Cartesian (x, z) coordinates (i.e.
η(x, t)= a0 cos(kx)). The following asymptotic formulae (as ν→∞) (Abramowitz &
Stegun 1965) are necessary for further analysis:

Kν(νz)∼
( π

2ν

)1/2 exp [−νη]
(1+ z2)1/4

, (A 1)

K′ν(νz)∼−
( π

2ν

)1/2 (1+ z2)1/4

z
exp [−νη] , (A 2)

with η ≡ (1 + z2)1/2 + ln[z/(1+ (1+ z2)1/2)]. Consider the limit m→∞, R0 →∞

with m/R0 = k. Defining k̂ ≡ k
√
ν/σ and using (A 1), (A 2) we obtain the following

asymptotic expressions:

Km−1(R̂0)

K′m−1(R̂0)
∼−

1

(k̂2 + 1)1/2
, (A 3)
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Km+1(R̂0)

K′m−1(R̂0)
∼−

(
m− 1
m+ 1

)1/2

exp[−{(m+ 1)η2 − (m− 1)η1}]
z1

{(1+ z2
1)(1+ z2

2)}
1/4
.

(A 4)

Here

η2,1 = (1+ z2
2,1)

1/2
+ ln

[
z2,1

1+
(
1+ z2

2,1

)1/2

]
and z2,1 ≡

R̂0

m± 1
=

1

k̂

(
1∓

1
m

)
.

(A 5a,b)
Asymptotic expressions for η2,1 may be obtained as follows:

η2,1 ∼

[
1+

1

k̂2

(
1∓

2
m

)]1/2

+ ln


1

k̂

(
1±

1
m

)
1+

{
1+

1

k̂2

(
1∓

2
m

)}1/2



∼

(
1+

1

k̂2

)1/2 (
1∓

1

m(k̂2 + 1)

)
+ ln

 1∓
1
m

k̂+ (k̂2 + 1)1/2
{

1∓
1

m(k̂2 + 1)

}
 .
(A 6)

Using the Taylor expansion of ln(1+ ε) for ε� 1, we obtain from (A 6)

η2,1 ∼
(k̂2
+ 1)1/2

k̂
∓

1

mk̂(k̂2 + 1)1/2
∓

1
m
− ln

[
k̂+ (k̂2

+ 1)1/2
]

±
1

m(k̂2 + 1)1/2{k̂+ (k̂2 + 1)1/2}

∼
(k̂2
+ 1)1/2

k̂
− ln

[
k̂+ (k̂2

+ 1)1/2
]
∓
(k̂2
+ 1)1/2

mk̂
. (A 7)

Using (A 7), we obtain at leading order,

exp[−{(m+ 1)η2 − (m− 1)η1}] ∼ 1+ 2k̂2
+ 2k̂(k̂2

+ 1)1/2. (A 8)

Equations (A 3), (A 4) and (A 8) imply the following leading-order behaviour:

Km+1(R̂0)

K′m−1(R̂0)
∼−

1+ 2k̂2
+ 2k̂(k̂2

+ 1)1/2

(k̂2 + 1)1/2
,

G(R̂0)

R̂0K′m−1(R̂0)
∼−

1+ 2k̂(k̂2
+ 1)1/2

2k̂(k̂2 + 1)1/2
.

(A 9a,b)

Re-writing the dispersion relation (3.23) for a hollow jet, in terms of the frequency σ
and using the asymptotic expressions (A 9), we obtain

σ 2
+ νk2

[
1+ 4k̂(k̂2

+ 1)1/2

k̂(k̂2 + 1)1/2

]
σ +

Tk3

ρ

[
(k̂2
+ 1)1/2 + k̂

(k̂2 + 1)1/2

]
= 0. (A 10)
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Equation (A 10) may be further written as

σ 2
[(k̂2
+ 1)1/2{(k̂2

+ 1)1/2 − k̂}] + νk2

[
1

k̂
{(k̂2
+ 1)1/2 − k̂}{1+ 4k̂(k̂2

+ 1)1/2}
]
σ

+
Tk3

ρ
= 0. (A 11)

Using k̂= k(ν/σ )1/2, we obtain from (A 11)

σ 2

[(
k2 ν

σ
+ 1
)1/2

{(
k2 ν

σ
+ 1
)1/2
− k

( ν
σ

)1/2
}]

+ νk2

 1

k
( ν
σ

)1/2

{(
k2 ν

σ
+ 1
)1/2
− k

( ν
σ

)1/2
}{

1+ 4k
( ν
σ

)1/2 (
k2 ν

σ
+ 1
)1/2

} σ
+

Tk3

ρ
= 0. (A 12)

Equation (A 12) may be written as,

σ 2

[
k2 ν

σ
+ 1− k

√
ν

σ

(
k2 ν

σ
+ 1
)1/2

]
+ νk2

[(
νk2
+ σ

νk2

)1/2

+
4k2ν

σ
+ 4− 1− 4k

( ν
σ

)1/2
(
νk2
+ σ

σ

)1/2
]
σ +

Tk3

ρ
= 0. (A 13)

After cancellations (A 13) simplifies to

(
σ + 2νk2

)2
+

Tk3

ρ
= 4ν2k3

(
νk2
+ σ

ν

)1/2

, (A 14)

which is the dispersion relation provided in Lamb (1993).

Appendix B
We show here that the dispersion relation (3.23) has the correct inviscid limit (1.2)

and for small viscosity yields a correction to this. Re-writing (3.23) in dimensional
variables we obtain

R4
0
σ 2

ν2
+

2m(m+ 1)

1−

R̂2
0

2m
Km+1(R̂0)− (m− 1)Km−1(R̂0)

R̂0K′m−1(R̂0)


 R2

0
σ

ν

+
TR0ρ

µ2
m(m2

− 1)

(
1−

(m+ 1)

R̂0

Km−1(R̂0)

K′m−1(R̂0)

)
= 0, (B 1)

which may be written as
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σ 2
+

2m(m+ 1)ν
R2

0

(
1−

1
2m

R̂0Km+1(R̂0)

K′m−1(R̂0)
+ (m− 1)

Km−1(R̂0)

R̂0K′m−1(R̂0)

)
σ

+ω2
0

(
1− (m+ 1)

Km−1(R̂0)

R̂0K′m−1(R̂0)

)
= 0. (B 2)

Using the leading-order behaviour at large z,

Km(z)∼
(

π

2z

)1/2

exp(−z)
[

1+
a1(m)

z
+ · · ·

]
(B 3)

and

K′m(z)=−
(

π

2z

)1/2

exp(−z)
[

1+
b1(m)

z
+ · · ·

]
(B 4)

with a1(m)= (4m2
− 1)/8 and b1(m)= (4m2

+ 3)/8 (Abramowitz & Stegun 1965) and
for small viscosity ν, posing the expansion

σ = σ0 + ν
1/2σ1 + νσ2 + σ3ν

3/2
+ σ4ν

2
+ · · · (B 5)

we obtain at various orders the following coefficients:

σ0 = iω0, σ1 = 0, σ2 =−
2m(m+ 1)

R2
0

,

σ3 =
2m (1+m)2

R3
0ω

1/2
0

exp (−iπ/4) , σ4 =
3im(m+ 1)2

R4
0ω0

· · · .

 (B 6)

The second series is the complex conjugate of the above.

Appendix C

The expression for C̃(s) in (4.9) is obtained using Cramer’s rule on equations (4.12)–
(4.14). This is

C̃(s) =

∣∣∣∣∣∣∣∣∣∣∣∣

s a0
m
R0

0 0
2m(m+ 1)

R2
0

−
T
ρR2

0
(1−m2) 0 −s

(
1+

2m(m+ 1)
h2R2

0

)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

s −
Km−1(hR0)

2h
m
R0

0 −K′m−1(hR0)
2m(m+ 1)

R2
0

−
T
ρR2

0
(1−m2)

ν

hR0
G(hR0) −s

(
1+

2m(m+ 1)
h2R2

0

)

∣∣∣∣∣∣∣∣∣∣∣∣
=

2(m+ 1)ω2
0

R0

(
a0

s2 + sM(s)+ω2
0χ(s)

)
1

K′m−1(hR0)
. (C 1)

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/jf

m
.2

01
9.

80
9 

Pu
bl

is
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/jfm.2019.809


883 A21-32 P. K. Farsoiya, A. Roy and R. Dasgupta

Appendix D
As ã(s) in (4.15) has branch points at s = 0 and s = ∞, we need to choose a

branch of ã(s) to ensure single-valuedness. Defining −π6 arg (s)6π, we choose the
branch cut to be the negative real axis. Using the Cauchy residue theorem, the Laplace
inversion of (4.21) may be obtained using the keyhole contour shown in figure 15.

The poles inside the contour are those roots of Q(s) which satisfy the constraint
Re(
√

s/ν) > 0 (i.e. lie on the principal sheet). It has been checked numerically using
Mathematica FindRoot (Wolfram Research, Inc. 2016) that Q(s) = 0 has only two
roots on the principal sheet (indicated as s1 and s2 with s1 = s̄2) and that these are
first-order poles for the integrand in (D 1) (see Miles (1968) for a similar conclusion
concerning the initial value problem for axisymmetric, viscous surface waves on an
cylindrical pool of liquid). Further, both roots have Re(si) < 0, i= 1, 2 and thus lie in
the left half-plane of figure 15. Thus application of the Cauchy residue theorem leads
to

1
2πi

∮ L(s)
Q(s)

exp[st] ds=
2∑

i=1

L(si)

Q′(si)
exp[sit], (D 1)

where the right-hand side of (D 1) are the residues of the integrand at the two poles.
The contour integral in (D 1) may be further decomposed as,

1
2πi

∮
(·) ds =

1
2πi

(∫
1
+

∫
2
+

∫
3
+

∫
4
+

∫
5
+

∫
6

)
(·) ds

= I1 + I2 + I3 + I4 + I5 + I6. (D 2)

The integrals 2 and 6 may be shown to be zero as R→∞. We evaluate the integral
over the little circle 4. This may be written using s= δ exp(iθ) as

I4 ≡ lim
δ→0

1
2πi

∫
4

L(s)
Q(s)

exp[st] ds

= lim
δ→0

1
2π

∫
−π

π

L (δ exp(iθ))
Q(δ exp(iθ))

exp[δ exp[iθ ]t]δ exp[iθ ] dθ. (D 3)

Interchanging the limit and the integral in (D 3), we obtain an expression for
limδ→0 (L(δ exp[iθ ])/Q(δ exp[iθ ])). For |s| � 1,

M(s)≈ 2+
R2

0

2m(m− 1)
s
ν
,

χ(s)≈


4+

3R2
0s
ν

[
γ + log

(
R0

2

√
s
ν

)]
, m= 2,

2m
m− 1

−
m+ 1

2(m− 2)(m− 1)2
R2

0s
ν
+ o

{( s
ν

)2
log
(√

s
ν

)}
, m> 2.


(D 4)

For m > 2 as δ→ 0,

M(δ exp[iθ ])≈ 2, χ (δ exp[iθ ])≈
2m

m− 1
,

Q (δ exp[iθ ])≈
2ω2

0m
(m− 1)

, L (δ exp[iθ ])≈ 2

 (D 5)
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2

3 4
1

R

c

s1

s2

5

6

FIGURE 15. Bromwich contour for obtaining the Laplace inversion of (4.21) and (4.24).
The two poles which lie on the principle sheet are complex conjugates of each other viz.
s1 = s̄2.

implying limδ→0 L(δ exp[iθ ])/Q(δ exp[iθ ])= (m− 1)/(ω2
0m). Consequently I4 vanishes

in the limit δ→ 0 in (D 3).
Due to a jump in the integrand across the branch cut, the integrals 3 and 5 do not

cancel each other out. With s= x exp(iπ) and s= x exp(−iπ), respectively, I3 and I5
become

I3 =
1

2πi

∫
∞

0

L(x exp(iπ))
Q(x exp(iπ))

exp [−xt] dx,

I5 =−
1

2πi

∫
∞

0

L(x exp (−iπ))
Q(x exp (−iπ))

exp [−xt] dx.

 (D 6)

Using (D 1) and (D 2), the required Laplace inversion may be written as,

I1 =
a(t)
a0
=

1
2πi

∫ c+i∞

c−i∞

L(s)
Q(s)

exp[st] ds=
2∑

i=1

L(si)

Q′(si)
exp[sit] − (I3 + I5) , (D 7)

which is the form written in (4.21). Note that as all roots of Q(s) lie on the left
half-plane, any c> 0 may be chosen in (D 7). The Laplace inversion of vorticity given
by (4.24) may be obtained using the same contour as figure 15 and an analogous
procedure.

Appendix E
Show that

1
π

∫
∞

0
Im
{(

R(r, x exp(iπ))
Q(x exp(iπ))

)}
exp[−xt] dx

=
1
π

∫
∞

0

A(x)Jm

(
r
√

x
ν

)
−B(x)Ym

(
r
√

x
ν

)
A(x)2 +B(x)2

exp[−xt] dx, (E 1)
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where

R(r, s)≡
Km

(
r
√

s
ν

)
K′m−1

(
R0

√
s
ν

) , Q≡ s2
+ sM(s)+ω2

0χ(s), (E 2a,b)

and the expressions for M(s), χ(s) are provided below (4.15). The expressions for A
and B are provided below (4.25).

Proof. We have the identities (Abramowitz & Stegun 1965)

πiJm(z)= exp(−mπi/2)Km(z exp(−πi/2))− exp(mπi/2)Km(z exp(πi/2)), (E 3)
−πYm(z)= exp(−mπi/2)Km(z exp (−πi/2))+ exp (mπi/2)Km(z exp(πi/2)),

(E 4)

ϑ ′m(z)= ϑm−1(z)−
m
z
ϑm(z), (E 5)

ϑ ′m(z)=−ϑm+1(z)+
m
z
ϑm(z), (E 6)

where ϑ represents J or Y. Subtracting (E 3) from (E 4), we obtain

Km(z exp(πi/2))=−
π

2
exp(−mπi/2)[Ym(z)+ iJm(z)]. (E 7)

Using the identify K′m(z)=−Km+1(z)+ (m/z)Km(z), we have

K′m(z exp(πi/2)) = −Km+1(z exp(πi/2))+
m

z exp(πi/2)
Km(z exp(πi/2))

= −
π

2
exp(−(m+ 1)iπ/2)[Y′m(z)+ iJ′m(z)]. (E 8)

Using these we obtain

R(r, x exp(iπ))=
Ym

(
r
√

x
ν

)
+ iJm

(
r
√

x
ν

)
Y′m−1(α)+ iJ′m−1(α)

, α ≡ R0

√
x
ν
. (E 9a,b)

We also have

χ(s)= 1−
(m+ 1)Km−1

(√
s
ν

R0

)
√

s
ν

R0K′m−1

(√
s
ν

R0

) . (E 10)

Using (E 7) and (E 8) in (E 10), we obtain
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χ(x exp(iπ)) =
Y′m−1(α)+ iJ′m−1(α)−

m+ 1
α
{Ym−1(α)+ iJm−1(α)}

Y′m−1(α)+ iJ′m−1(α)

=

−Ym(α)− iJm(α)−
2
α
{Ym−1(α)+ iJm−1(α)}

Y′m−1(α)+ iJ′m−1(α)
, (E 11)

where in writing the second step we have used (E 6). We also have, using (E 7),

G(x exp(iπ)) = −
π

2
exp

(
−
(m+ 1)πi

2

) [
α2

2m
{Ym+1(α)+ iJm+1(α)}

− (m− 1){Ym−1(α)+ iJm−1(α)}

]
. (E 12)

We have, using (E 8), (E 12), (E 5) and (E 6),

M(x exp(iπ))=
2νm(m+ 1)

R2
0

[
1−

G(x exp(iπ))
α exp(iπ/2)K′m−1 (α exp (iπ/2))

]

=
2νm(m+ 1)

R2
0

1−
G(x exp(iπ))

α exp(iπ/2)
(
−

π

2
exp(−imπ/2)

) 1
Y′m−1(α)+ iJ′m−1(α)


=

2νm(m+ 1)
R2

0

Ym−2(α)+ iJm−2(α)−
α

2m
{Ym+1(α)+ iJm+1(α)}

Y′m−1(α)+ iJ′m−1(α)

 . (E 13)

We also obtain, using (E 11) and (E 13),

Q(x exp(iπ))≡ [s2
+ sM(s)+ω2

0χ(s)]s=x exp(iπ)

⇒Q(x exp(iπ))[Y′m−1(α)+ iJ′m−1(α)] =A(x)+ iB(x),

}
(E 14)

where

A(x) ≡ x2

[
Y′m−1(α)−

2m(m+ 1)
α2

Ym−2(α)+
m+ 1
α

Ym+1(α)

]
−ω2

0

[
Ym(α)+

2
α

Ym−1(α)

]
= (x2

−ω2
0)Ym(α)+ 2x2

{
Y′′m(α)−

m(m+ 1)
α2

Ym−2(α)

}
−

2ω2
0

α
Ym−1(α).

(E 15)

Similarly

B(x)= (x2
−ω2

0)Jm(α)+ 2x2

{
J′′m(α)−

m(m+ 1)
α2

Jm−2(α)

}
−

2ω2
0

α
Jm−1(α). (E 16)

Taking these results together, the assertion may be proved.
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