Linear Algebra: Assignment Sheet-I

In the following, V' denotes a vector space over a filed F.
17 L= ja

For ¢,7 € N, we denote d;; =
0, i+#J,

1. Prove that 0z = 0y and (—1)z = —z for all z € V.
2. Prove that for x € V and « € F, if ax = 0, then either o = 0 or z = 0.
3. Verify (prove) the the following:
(a) R™ with coordinate-wise addition and scalar multiplication is a vector space over

R and over Q, but not a vector space over C.

(b) F™ with coordinate-wise addition and scalar multiplication is a vector space over
F but not a vector space over a field F D F with F #F.

(c) R™*™ the set of all real m X n matrices is a vector space over R under usual

matrix multiplication and scalar multiplication.

(d) Let Q be a nonempty set. Then the set F(€,F), the set of all F-valued functions
defined on 2, is a vector space over F with respect to the pointwise addition and

pointwise scalar multiplication.

Is the set of all scalar sequences a special case of the above?.
4. Which of the following subset of C? a subspace of C3?

(a) {(c1,02,a3) € C*: oy € R}
(b) {(on, a0, a3) € C3: either oy = 0 or ap = 0}.

(c) {(a1,00,03) € C3: 1 +ag =1 € R}.

5. Which of the following subset of P a subspace of P?

(¢) {z €eP:x(t) >0forte]0,1]}.

(a)
(b) {z € P:2x(0) ==z(1)}.
)
) {zeP: x(t)=x(1—1t)Vt}.

6. Prove the following:

(a) The spaces P, (F) and F*™! are isomorphic, and find an isomorphism.



(b) The space R™ := R™ ! the space of all column n-vectors is isomorphic with R"™,

and find an isomorphism.

(¢) The space R™*™ is isomorphic with R™" and find an isomorphism.
7. Prove the assertions in the following;:

S = {(a1,a2) € R?: a; + as = 0} is a subspace of R2.
S = {(a1,a2,a3) € R?: a3 + as — az = 0} is a subspace of R3.
(c¢) For each k € {1,...,n}, Sy = {(a1,...,an) € F": a) = 0} is a subspace of F".
(d) For n € N with n > 2 and each k € {1,...,n— 1},
Si={(a1,...,an) €F": a; =0Vi > k} is a subspace of F".
(e) For each n € N, P, is a subspace of P.
(f) For each n € N, V,, := {z € F(N,F) : x(j) =0V j > n} is a subspace of F(N,F),
and coo := (J;—; V4, is a subspace of F(N,F).
(Note that elements of W are sequences having only a finite number of nonzero
entries.)
(g) For an interval Q := [a,b] C R,
i. R(€), the set of all Riemann integrable real valued continuous functions de-
fined on (2 is a subspace of F(£2,R).
ii. C(Q) is a subspace of R(2)
iii. C(Q), the set of all real valued continuous functions defined on € and having
continuous derivative in 2 is a subspace of C(Q).
iv. S={zeC(Q): ffx(t)dt = 0} is a subspace of C(Q).
v. S={z € C(Q):x(a) =0} is a subspace of C(Q2).
vi. S={z € C(Q):x(a) =0==x(b)} is a subspace of C(Q).
(h) Let A € R™*™. Then
i. {x € R": Az = 0} is a subspace of R",
ii. {Az:x € R"} is a subspace of R,
(i) {(a1,2) : a1 + ag = 0} is a subspace of R2.
() {(a1,2) : a1 + as — ag = 0} is a subspace of R3.
(k) Forie {1,...,n}, let ¢, = (di1,...,0in). Let V.=R". Then {(a1,...,a,) € R":
a; = 0 for i > k} is a subspace of R".

(1) If V4 and V4 are subspaces of V, then Vi + Vo = span(V; U V2).



(m) If V1 and Vs are subspaces of V' and if V) C Va, then Vi U V3 is a subspace of V.
(n) If V1 and V3 are subspaces of V', then V3 NV4 is a subspace of V; but, V3 UV, need

not be a subspace of V.
8. Let V be a vector space and S C V. Prove the following:

(a) span(S) is a subspace of V.
(b) If Vj is a subspace of V' such that S C Vjp, then span(S) C V4.
(c) S =span(S) if and only if S is a subspace of V.
9. Prove the assertions in the following:
(a) If V = R2?, then span({(1,—1)} = {(a1, a2) : a1 + az = 0}.
(b) If V. =R3, then span({(1,—1,0), (1,0,1)} = {(a1,a2) : a1 + az — ag = 0}.
(c) Fori e {1,...,n}, let e; = (di1,...,0in). Let V =R". Then
i. span({e1,...,ex}) = {(a1,...,an) € R" : a; =0 for i > k}.
ii. span({e1,...,en}) =R™
(d) If V =P, then span({1,t,...,t"}) = P, and span({1,t,t%,...}) = P.

(e) For each i € N, let ¢; = (0;1,d2,...,). Then span({ej,ea,...}) = coo.

10. Prove that a set of vectors x1,...,z, in a vector space V are linearly dependent if and

only if there exists k € {2,...,n} such that zj is a linear combination of 1, ..., zg_1.
11. Prove that that any three of the polynomials 1,¢,¢2, 1+ ¢ 4 ¢? are linearly independent
12. Give vectors x1, T2, T2, x4 in C3 such that any three of them are linearly independent.
13. Find conditions on « such that the vectors

(a) (1+a,1—a), (1 —a,l+a) are linearly dependent C2,
(b) (a,1,0), (1,a,1), (0,1, ) are linearly dependent in R3.

14. Suppose z, ¥y, z are linearly independent. Is it true that x4y, y+ z, z+x are also linearly

independent?
15. Prove the assertions in the following:

(a) {e1,...,en} is a basis of R™ and C".
(b) {1,¢t,...,t"} is a basis of P,.



c) {1,1+t,1+t+t% ..., 1+t +---+1t"}is a basis of P,.

{1,t,%,...} is a basis of P.

(
(d

)
)
(e) For each i € N, let ¢; = (d;1,0i2, ..., ). Then {e1,ea,...} is a basis of cyo.
(f) If E is linearly independent in a vector space, then E is a basis for Vj := span(F).

16. Prove:

(a) If E is linearly independent and if x € V with « ¢ span(FE), then EU{x} is linearly

independent.
(b) Every vector space having a finite spanning set has a finite basis.

(c) If a vector space V has a finite basis, then any two basis of V' contains the same

number of vectors.

17. Find bases Ey, F5 for C* such that £y N Fy = @ and {(1,0,0,0), (1,1,0,0)} C E; and
{(1,1,1,0), (1,1,1,1)} C Es.

18. Prove the assertions in the following:

a) F" and P, are finite dimensional spaces, and dim(F") =n, dim(P,)=n+ 1.

(c

(d) Every vector space containing an infinite linearly independent set is infinite di-

(a)
(b) dim({aq,...,apn) ER": a1+ +a, =0} =n—1.
) P, Cla, b, coo are infinite dimensional spaces.

)

mensional.

(e) If A € R™™ with n > m, then there exists € R" such that Az = 0.
19. Prove:

(a) If V4 and V4 are subspaces of a vector space V such that V3 NV, = {0}, and if E;
and Fs are bases of V1 and Vb, respectively, then Fq U Fs is a basis of Vi 4+ Va; and
in particular,

(b) If V1 and V4, are subspaces of a vector space V', then

dim(V; + V3) = dim(V}) + dim(Vs) — dim(V; N Va).

(c) Let V4 and V4 be vector spaces and let T be an isomorphism from Vj onto Va. Let
E CVi. Then E is a basis of V; if and only if {T'(u) : uw € E} is a basis of V5.



20.

21.

22.

23.

24.

25.

Suppose Vi and V5 are subspaces of a vector space V. Prove:

(a) If V4 and V4 are finite dimensional such that dim(V;) = dim(V3) and V; C Vs, then
Vi="V,.

(b) If V.= V3 U Va, then either Vi =V or Vo = V.

Prove that, if V{ is a subspace of a vector space V', then there exists a subspace Vi of
V such that
V=VW+V, and VynV;={0}.

If V4 is the set of all odd polynomials (i.e., x(—t) = —x(t) for all t), and if V5 is the set
of all even polynomials (i.e., z(—t) = x(t) for all ¢), prove that V; and V5 are subspaces
of P such that V. =V; + V5 and V1 NV, = {0}.

Let Vi and Vs be vector spaces over the same field F. For = := (z1,x2), y := (y1,%2) in
V1 x Vo, and a € F, define

T4y = (r1+ Y1, 72 + Y2), ar = (axy, axs).
Prove:

(a) V1 x Vs is a vector space over F with respect to the above operations with its zero

as (0,0) and —z := (—z1, —x2).

(b) If V1 and V5 are finite dimensional, then

(c) If Vi = {(z1,29) € V1 x Vo : 9 = 0} and Va 1= {(z1,22) € V1 X V4 : 21 = 0}, then

V7 and ‘72 are subspaces of V7 x V5 and
VixVa=Vi4+Vs,  VinVy={(0,0)}.
In view of the above, the space Vi x Vs is called the direct sum of V; and V5.

Let V1 and Va2 be subspaces of a finite dimensional vector space V' such that V =V + V5
and V3 N Va = {0}. Prove that V is isomorphic with V; x Va.

Let V, be a subspaces of a finite dimensional vector space V. Prove that V' is isomorphic
with (V/Vp) x V.



