Linear Algebra: Assignment Sheet-1V

In the following V' is a vector space over F which is either R or C, and T": V — T is a

linear operator.

10.

. Let A € R™", and consider it as a linear operator from R™ to itself. Prove that

A € Oeig(A) <= det(A—\I) =0.

. Show that oeig(7T") = @ in the following cases:

(a) Let V =P, the space of all polynomials over F and let T'p(t) = tp(t), p(t) € P.
(b) Let V = cgo and T be the right shift operator on V.

. Find the eigenvalues and some corresponding eigenvectors for the following cases:

(a) V=Pand Tf = f".
(b) V=C(R)) and Tf = f".

. Let V = P,. Using a matrix representation of 7', find eigenvalues of T1f = f’ and

Tof = f".

. Find eigenspectrum of T"if T? = T.

. Prove that eigenvectors corresponding to distinct eigenvalues of T" are linearly indepen-

dent.

. Prove that, for every polynomial p(t) and A € Fandz € V, Tx = Ao = p(T")x = p(\)x.

. Suppose V is an inner product space and T is a normal operator, i.e., T*T = TT*.

Prove that vector x is an eigenvector of T' corresponding to an eigenvalue A if and only

if = is an eigenvector of T corresponding to the eigenvalue .

. Prove that, if V is a finite dimensional inner product space and T is a self adjoint

operator, then o4 (T') # @.
Let V be a finite dimensional vector space.

(a) Prove that T is diagonalizable if and only if there are distinct A1, ..., A in F such
that V:N(T—)\ll)-f-"'-f-N(T—)\kI).

(b) Prove that, if 7" has an eigenvalue A such that N(T'— AI) is a proper subspace of
N(T — MI)?, then T is not diagonalizable. Is the converse true?
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(c) Give an example of a non-diagonalizable operator on a finite dimensional vector

space.

Let V be a finite dimensional vector space and T' be diagonalizable. If p(t) is a poly-

nomial which vanishes at the eigenvalues of T', then prove that p(T") = 0.
Let V be a finite dimensional vector space.

(a) Let A\ # p. Prove that N(T — X )N N(T — pI)? = {0} for every i,j € N.
(b) Prove that generalized eigenvectors associated with distinct eigenvalues are linearly

independent.

(c) Prove Cayley-Hamilton theorem for operators.

Let V be finite dimensional over C and A\ be an eigenvalue of 1" with ascent £. Prove
that m := dim[N(T — AI)*] is the algebraic multiplicity of .

Let V finite dimensional, k¥ € N be such that {0} # N(T*) # N(T**1), and let Y}
be a subspace of N(T**!) such that N(T**!) = N(T*) @ Y;,. Prove that dim(Y}) <
dim[N (T*)].

Let V be a finite dimensional vector space and T be diagonalizable. Let uq,...,u, be
eigenvectors of 1" which for a basis of T', and let A1,..., A, be such that Tu; = Aju;,
j=1,...,n. Let f be an F-valued function defined on an opens set {2 C F such that
QD oeig(T). For z =377 aju; € V, define

FD)z =" ajf(N)u;.
j=1

Prove that there is a polynomial p(¢) such that f(7) = p(7) [Hint: Lagrange interpo-

lation].



