
MA2030: Linear Algebra and Numerical Analysis

Assignment Sheet 7

In the following V denotes an inner product spaces over F ∈ {R,C}.

(1) Let dim(V ) = n and E = {u1, . . . , un} be an orthonormal basis of V . Let

T : V → V be a linear operator. Prove the following:

(a) [T ]E,E = (aij), with aij = 〈Tuj, ui〉.
(b) Let T be self-adjoint. Then [T ]E,E is symmetric if F = R and [T ]E,E is

hermitian if F = C.
(2) Let F = C and T : V → V be a self-adjoint operator. Then prove the following:

(a) 〈Tx, x〉 ∈ R for every x ∈ V ,

(b) Eigenvalues of T are real numbers.

(3) Let T : V → V be a self-adjoint operator. Prove the following:

(a) If V0 is subspace such that T (V0) ⊆ V0, then T (V
⊥
0 ) ⊆ V0 ⊥.

(b) Eigenvectors associated with distinct eigenvalues of T are orthogonal.

(c) If λ and µ are scalars such that λ 6= µ, then N(T − λI) ⊥ N(T − λµ).
(4) Let P : V → V be an projection, i.e., P is a linear transformation such that

P 2 = P . Prove that P is a self-adjoint operator if and only if R(P ) ⊥ N(P ).

(5) Let dim(V ) = n and T : V → V be a self adjoint operator. Justify: There exist

distinct scalars λ1, . . . , λk and orthogonal projections P1, . . . , Pk such that

T =
k∑

j=1

λkPk.

[Recall: A projection operator P : V → V on an inner product space V is called

an orthogonal projection if R(P ) ⊥ N(P ).]

(6) Let A ∈ Rn×n be a symmetric matrix. Justify: There exists an orthogonal

matrix U ∈ Rn×n (i.e., uTU = I) such that UTAU is a diagonal matrix.

(7) Let A =

 1 1 1

1 −1 1

1 1 −1

. Find an orthogonal matrix U ∈ R3×3 and a diagonal

matrix D such that UTAU = D.

(8) Let V be an inner product space, V0 be a subspace of V , x ∈ V0 and x0 ∈ V0.
Prove that

‖x− x0‖ ≤ ‖x− u‖ ∀u ∈ V0 ⇐⇒ 〈x− x0, u〉 = 0 ∀u ∈ V0.

(9) Let V be an inner product space, V0 be a subspace of V with dim(V0) = k. Let

{u1, . . . , uk} be an orthonormal basis of V0. For x ∈ V0, let x0 =
∑k

j=1〈x, uj〉uj.
Prove that

‖x− x0‖ ≤ ‖x− u‖ ∀u ∈ V0.
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(10) Let V be an inner product space and {u1, . . . , un} be a linearly independent

subset of V . Prove that the colums of the square matrix (aij) with aij = 〈uj, ui〉
are linearly independent, and hence it is invertible.

(11) Let V be an inner product space and {u1, . . . , un} be a linearly independent

subset of V . For x ∈ V , let α1, . . . , αn be the scalars satisfying the system of

equations
n∑

j=1

〈uj, ui〉αj = 〈x, ui〉, i ∈ {1, . . . , n}.

Prove that x0 =
∑n

j=1 αjuj is the best approximation of x from the subspace

V0 := span{u1, . . . , un}.
(12) Let V = R2 with usual inner product, and

V0 = {(x1, x2) ∈ R2 : x1 = x2}.

Find the best approximation of x = (0, 1) from the subspace V0.

(13) Let V = R3 with usual inner product, and

V0 = {(x1, x2, x3) ∈ R3 : x1 + x2 + x3 = 0}.

Find the best approximation of x = (1,−1, 1) from V0.

(14) Let V be the vector space C[0, 1] over R with the inner product:

〈x, u〉 =
∫ 1

0
x(t)u(t)dt, and let V0 = P1. Find the best approximation of x from

the subspace V0, where

(i) x(t) = t2, (ii) x(t) = t3, (iii) x(t) = 1 + t2

(15) Let V = C[0, 1] over R with inner product 〈x, u〉 =
∫ 1

0
x(t)u(t)dt. Let V0 = P3.

Find best approximation for x from the subspace V0, where x(t) is given by

(i) et, (ii) sin t, (iii) cos t, (iv) t4.


