
Assignment-2

Linear Algebra and Numerical Analysis

Jan-May, 2012

1. Consider the system of equations

a11x1 + a12x2 + . . . + a1nxn = b1
a21x1 + a22x2 + . . . + a2nxn = b2
. . . + . . . + . . . + . . . = . . .

am1x1 + am1x2 + . . . + amnxn = bm

Let

u1 :=


a11
a21
. . .

am1

 , u2 :=


a12
a22
. . .

am2

 , . . . , un :=


a1n
a2n
. . .

amn

 .
(a) Show that the above system has a solution vector x = [x1, . . . , xn]T if and only

if b = [b1, . . . , bn]T ∈ span({u1, . . . , un}.

(b) Show that the above system has atmost one solution vector x = [x1, . . . , xn]T

if and only if {u1, . . . , un} is linearly independent.

2. Is union and intersection of two linearly independent sets linearly independent?

Justify yoiur answer.

3. Is union (resp., intersection) of two linearly dependent sets a linearly dependent?

Why?

4. Show that vectors u = (a, c), v = (b, d) are linearly independent in R2 iff ad−bc 6= 0.

Can you think of a generalization to n vectors in Rn.

5. Show that V0 := {x = (x1, x2, x3) : x1 + x2 + x3 = 0} is a subspace of R3. Find a

basis for V0.

6. Show that E := {1 + tn, t+ tn, t2 + tn, . . . , tn−1 + tn, tn} is a basis of Pn.

7. Let u1(t) = 1, and for j = 2, 3, . . . , let uj(t) = 1 + t + . . . + tj. Show that span of

{u1, . . . , un} is Pn, and span of {u1, u2, . . .} is P .

8. Let p1(t) = 1 + t + 3t2, p2(t) = 2 + 4t + t2, p3(t) = 2t + 5t2. Are the polynomials

p1, p2, p3 linearly independent?

9. Suppose V1 and V2 are subspaces of a vector space V such that V1∩V2 = {0}. Show

that every x ∈ V1 + V2 can be written uniquely as x = x1 + x2 with x1 ∈ V1 and

x2 ∈ V2.

10. Suppose V1 and V2 are subspaces of a vector space V . Show that V1 + V2 = V1 if

and only if V2 ⊆ V1.
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11. Let V be a vector space.

(a) Show that a subset {u1, . . . , un} of V is linearly independent if and only if the

function (α1, . . . , αn) 7→ α1u1 + · · ·+ αnun from Fn into V is injective.

(b) Show that if E ⊆ V is linearly dependent in V , then every superset of E is

also linearly dependent.

(c) Show that if E ⊆ V is linearly independent in V , then every subset of E is

also linearly independent.

(d) Show that if {u1, . . . , un} is a linearly independent subset of V , and if W is a

subspace of V such that (span{u1, . . . , un}) ∩W = {0}, then every V in the

span of {u1, . . . , un,W} can be written uniquely as x = α1u1 + · · ·+ αnun + y

with (α1, . . . , αn) ∈ Fn, y ∈ W .

(e) Show that if E1 and E2 are linearly independent subsets of V such that

(spanE1) ∩ (spanE2) = {0}, then E1 ∪ E2 is linearly independent.

12. For each k ∈ N, let Fk denotes the set of all column k-vectors, i.e., the set of all

k × 1 matrices. Let A be an m × n matrix of scalars with columns a1, a2, . . . , an.

Show the following:

(a) The equation Ax = 0 has a non-zero solution if and only if a1, a2, . . . , an are

linearly dependent.

(b) For y ∈ Fm, the equation Ax = y has a solution if and only if a1, a2, . . . , an, y

are linearly dependent, i.e., if and only if y is in the span of columns of A.

13. For i = 1, . . . ,m; j = 1, . . . , n, let Eij be the m × n matrix with its (i, j)-th entry

as 1 and all other entries 0. Show that

{Eij : i = 1 . . . ,m; j = 1, . . . , n}

is a basis of Fm×n.

14. If {u1, . . . , un} is a basis of a vector space V , then show that every x ∈ V , can be

expressed uniquely as x = α1u1 + · · · + αnun; i.e., for every x ∈ V , there exists a

unique n-tuple (α1, . . . , αn) of scalars such that x = α1u1 + · · ·+ αnun.

15. Suppose S is a set consisting of n elements and V is the set of all real valued

functions defined on S. Show that V is a vector space of dimension n.

16. Given real numbers a0, a1, . . . , ak, let V be the set of all solutions x ∈ Ck[a, b] of the

differential equation

a0
dkx

dtk
+ a1

dk−1x

dtk−1
+ · · ·+ akx = 0.

Show that V is a linear space over R. What is the dimension of V ?
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