
Observations of phase and intensity fluctuations for low-frequency, long-range
transmissions in the Philippine Sea and comparisons to path-integral theory
John A. Colosi, Bruce D. Cornuelle, Matthew A. Dzieciuch, Peter F. Worcester, and Tarun K. Chandrayadula

Citation: The Journal of the Acoustical Society of America 146, 567 (2019); doi: 10.1121/1.5118252
View online: https://doi.org/10.1121/1.5118252
View Table of Contents: https://asa.scitation.org/toc/jas/146/1
Published by the Acoustical Society of America

ARTICLES YOU MAY BE INTERESTED IN

Machine learning in acoustics: Theory and applications
The Journal of the Acoustical Society of America 146, 3590 (2019); https://doi.org/10.1121/1.5133944

Song production by the North Pacific right whale, Eubalaena japonica
The Journal of the Acoustical Society of America 145, 3467 (2019); https://doi.org/10.1121/1.5111338

Investigation of the repeatability and reproducibility of hydrophone measurements of medical ultrasound fields
The Journal of the Acoustical Society of America 145, 1270 (2019); https://doi.org/10.1121/1.5093306

The application of a multi-reference control strategy to noise cancelling headphones
The Journal of the Acoustical Society of America 145, 3095 (2019); https://doi.org/10.1121/1.5109394

Deep-learning source localization using multi-frequency magnitude-only data
The Journal of the Acoustical Society of America 146, 211 (2019); https://doi.org/10.1121/1.5116016

Deep transfer learning for source ranging: Deep-sea experiment results
The Journal of the Acoustical Society of America 146, EL317 (2019); https://doi.org/10.1121/1.5126923

https://images.scitation.org/redirect.spark?MID=176720&plid=1225645&setID=407059&channelID=0&CID=414012&banID=519951227&PID=0&textadID=0&tc=1&type=tclick&mt=1&hc=7e7e30d6798a3241c86931e1e778ab1601dd31fb&location=
https://asa.scitation.org/author/Colosi%2C+John+A
https://asa.scitation.org/author/Cornuelle%2C+Bruce+D
https://asa.scitation.org/author/Dzieciuch%2C+Matthew+A
https://asa.scitation.org/author/Worcester%2C+Peter+F
https://asa.scitation.org/author/Chandrayadula%2C+Tarun+K
/loi/jas
https://doi.org/10.1121/1.5118252
https://asa.scitation.org/toc/jas/146/1
https://asa.scitation.org/publisher/
https://asa.scitation.org/doi/10.1121/1.5133944
https://doi.org/10.1121/1.5133944
https://asa.scitation.org/doi/10.1121/1.5111338
https://doi.org/10.1121/1.5111338
https://asa.scitation.org/doi/10.1121/1.5093306
https://doi.org/10.1121/1.5093306
https://asa.scitation.org/doi/10.1121/1.5109394
https://doi.org/10.1121/1.5109394
https://asa.scitation.org/doi/10.1121/1.5116016
https://doi.org/10.1121/1.5116016
https://asa.scitation.org/doi/10.1121/1.5126923
https://doi.org/10.1121/1.5126923


Observations of phase and intensity fluctuations for
low-frequency, long-range transmissions in the Philippine
Sea and comparisons to path-integral theory

John A. Colosi,1,a) Bruce D. Cornuelle,2 Matthew A. Dzieciuch,2 Peter F. Worcester,2

and Tarun K. Chandrayadula3

1Department of Oceanography, Naval Postgraduate School, Monterey, California 93943, USA
2Scripps Institution of Oceanography, University of California San Diego, La Jolla, California 92093, USA
3Indian Institute of Technology Madras, Chennai 600036, India

(Received 12 April 2019; revised 28 June 2019; accepted 2 July 2019; published online 29 July
2019)

In the Philippine Sea, from April 2010 to March 2011, a 330-km radius pentagonal acoustic trans-

ceiver array with a sixth transceiver in the center transmitted broadband signals with center fre-

quencies between 172 and 275 Hz and 100 Hz bandwidth eight times a day every other day. The

signals were recorded on a large-aperture vertical-line array located near the center of the pentagon

at ranges of 129, 210, 224, 379, 396, and 450 km. The acoustic arrival structures are interpretable in

terms of ray paths. Depth and time variability of the acoustic observations are analyzed for six ray

paths (one from each transceiver) with similar vertical sampling properties in the main thermocline.

Acoustic-field statistics treated include: (1) variances of phase and intensity, (2) vertical coherence

and intensity covariance, (3) glinting and fadeout rates, and (4) intensity probability density func-

tions. Several observed statistics are compared to predictions using Feynman path-integral theory

assuming the Garrett-Munk internal-wave spectrum. In situ oceanographic observations support

this assumption and are used to estimate spectral parameters. Data and theory differ at most by a

factor of two and reveal the wave propagation regimes of unsaturated, partially saturated, and fully

saturated. Improvements to the evaluation of path-integral quantities are discussed.

https://doi.org/10.1121/1.5118252
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I. INTRODUCTION

Since the 1940s discovery of the sound channel

(Brekhovskikh, 1949; Ewing and Worzel, 1948), it has been

known that acoustic transmissions in the ocean exhibit fluc-

tuations in both amplitude and phase over time scales of

minutes to hours, and spatial scales of meters to hundreds of

meters (Eckart and Carhart, 1950). In the 1970s, a significant

advancement occurred when a first order description of

ocean fine structure (internal waves) was provided (Garrett

and Munk, 1972); this model was integrated into weak fluc-

tuation theory (Munk and Zachariasen, 1976), and a few

experiments with controlled electronic sources, mostly at

short range and mid-frequency, showed adequate agreement

with the weak fluctuation theory. Buoyed by this success,

coupled mode (Dozier and Tappert, 1978), moment equation

(Uscinski, 1982), and Feynman path-integral (Flatt�e, 1983;

Flatt�e et al., 1979) techniques were developed to deal with

stronger fluctuations and randomization, and a few addi-

tional field efforts similar to the earlier ones were carried out

with the explicit goal of testing the new theories (Colosi,

2016). One can summarize this period as leading to enor-

mous theoretical development on the problem of sound prop-

agation through the stochastic ocean, but less satisfying

results associated with field validation. The objective of this

paper is to contribute to the field validation literature by

focusing on the path integral-method for comparisons to

observations in which identifiable acoustic paths are present.

While the basic principles and results from the path-

integral method have been known since the 1980s (Dashen

et al., 1985; Esswein and Flatt�e, 1981; Flatt�e et al., 1987),

the actual practical implementation of the theory has evolved

considerably over time. Specific issues that have been

addressed include the Markov approximation and ray curva-

ture effects (Flatt�e and Rovner, 2000), the parabolic approxi-

mation and ray tube functions (Colosi, 2015), the form of the

horizontal coherence function (Colosi, 2013), and the small-

scale spectral cut offs in the internal wave spectrum (Colosi,

2015). The present work continues in this tradition by (1)

giving an improved numerical scheme for evaluating ray

tube functions describing ray bundle behavior that does not

require the sound-speed second vertical derivative, a difficult

quantity to evaluate using experimental profiles, and (2) pro-

viding an evaluation of the phase structure function that does

not use the quadratic lag approximation.

These theoretical improvements and the 2010–2011

Philippine Sea data set (Worcester et al., 2013) with a 330-km

radius pentagonal transceiver array (Fig. 1), precisely timed and

navigated moorings, large aperture vertical array, and in situ
oceanographic observations provide an exceptional opportunity

to test the theory and to broaden the observational understanding

of acoustic fluctuations. These observations at hundreds of

Hertz frequencies and hundreds of kilometer ranges are quitea)Electronic mail: jacolosi@nps.edu
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different from earlier experiments at kilohertz frequencies

and tens of kilometer ranges. Specific scientific questions to

be addressed are as follows. First, the ability of path-

integral equations to predict the variances of phase, inten-

sity, and log-intensity can be evaluated. Second the large

aperture vertical array makes it possible to evaluate the ver-

tical structure of the signals using the mutual coherence

function (MCF), a phase-driven observable, and the vertical

intensity covariance function, an amplitude-driven observ-

able, for comparison to path-integral predictions. Third, the

aforementioned results, combined with Probability Density

Functions (PDFs) of intensity and log-intensity, allow the

wave propagation regimes denoted by unsaturated, partially

saturated, and fully saturated acoustic field statistics to be

examined (Colosi, 2016; Flatt�e et al., 1979) and compared

to predictions using the recently updated K – U diagram

(Colosi, 2015). Fourth, with the wealth of acoustic paths ori-

ented in many different azimuths, the assumption of hori-

zontal isotropy in the propagation can be tested. Finally,

fade-out and glint rates can be compared to multipath inter-

ference theory (Dyson et al., 1976).

This paper is organized as follows. Section II gives an

overview of the PhilSea 2010–2011 experiment summariz-

ing the acoustical and oceanographic data and the data

reduction methods. In Sec. III, phase fluctuation results

based on acoustic travel times are presented, and an analysis

of the vertical MCF is carried out. Intensity fluctuations are

analyzed in Sec. IV, including moments of intensity and log-

intensity, vertical intensity covariance functions, and inten-

sity PDFs. In Sec. V, the implications of the previous results

are discussed with regards to (1) wave propagation regimes,

(2) form of the phase structure function, and (3) glint and

fade out rates. A summary is given in Sec. VI.

II. EXPERIMENTAL DESCRIPTION

Between April 2009 and May 2011, a sequence of

experiments was conducted in the western Philippine sea

with multiple goals aimed at gaining a better understanding

of ocean acoustics in this dynamic oceanographic region

(see the experimental overview by Worcester et al., 2013).

In particular, there was a focus on (1) understanding acoustic

propagation physics through the region’s energetic fronts,

eddies, internal tides, internal waves, and spice, (2) deter-

mining how acoustical and oceanographic observations can

be assimilated into ocean models to provide improved pre-

dictive capability of the complex time-evolving ocean state

as well as acoustic propagation conditions, (3) quantifying

the spatial and temporal variability of ambient noise levels,

particularly in the deep ocean below the surface conjugate

depth, and (4) uncovering the seismo-acoustic physics asso-

ciated with coupling between the water column sound fields

and the seafloor seismic fields. In this paper, focus area (1) is

addressed as it relates to sound propagation through the sto-

chastic internal wave field.

A. Acoustics

In this study, acoustic and oceanographic observations are

analyzed from a field effort carried out during an April

2010–March 2011 deployment of a 330-km radius pentagonal

acoustic transceiver array (nodes T1–T6) and a nearly water-

column-spanning Distributed Vertical Line Array (DVLA)

receiver (Fig. 1). This array has been described in detail

(Worcester et al., 2013), and so only the most directly relevant

aspects are presented here. In particular, the present analysis

will focus on the transceiver source transmissions (T1–T6) as

observed on the DVLA. These sources operated at a variety of

frequencies between 172 and 275 Hz and were at distances

between 129 and 450 km from the DVLA (Table I). All sources

transmitted linear frequency modulated (FM) sweeps lasting

135 s at a rate of eight per day every other day, and the band-

width for five of the six sources was 100 Hz. One source, T2,

was at a lower frequency than the rest and transmitted between

140 and 205 Hz. Source levels ranged between 181.9 and

185.8 dB re 1 lPa at 1 m. While the DVLA had hydrophones

throughout the water column, the depth region most relevant to

this analysis is around the sound channel axis (roughly 1050 m

depth). The work here therefore utilized 65 hydrophones with

20-m spacing between the depths of 702 and 1981 m.

Example transmissions (Fig. 2) from the six sources

show the typical deep-ocean, mid-latitude double accordion

time front pattern in which the early arriving region of the

signal is composed of acoustic paths with larger grazing

(axial) angles and later arriving energy has smaller grazing

angles (Colosi, 2016; Munk et al., 1995). Note that each

branch of the time front is associated with ray paths that

have an identifier (ID) given by the number of ray turning

points and a sign determined by whether the launch angle at

the source is upward towards the surface (positive) or down-

ward towards the seafloor (negative) (Munk et al., 1995).

Figure 2 labels time front branches and IDs that are analyzed

in this study. These IDs all share relatively similar source

launch angles (h0) and ray upper turning point depths (zþ) in

FIG. 1. (Color online) Map of the PhilSea10 experiment, showing the trans-

mission paths analyzed in this study. Transceiver moorings forming a penta-

gon of radius roughly 330 km are denoted by labels T1–T6. The water-

column-spanning vertical array is denoted by DVLA. See Table I for moor-

ing details. An extensive discussion of the acoustic array can be found in

Worcester et al. (2013).
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the main thermocline (Table I). The focus of this study is

therefore limited in the sense that the fluctuations are only

analyzed for a small subset of the acoustic ray paths. It will

be left to subsequent studies to examine how the fluctuations

vary for a wider set of acoustic ray paths. Table I shows that

of the six paths analyzed, two pairs are relatively similar,

that is T1 and T5, with IDs of þ9 and ranges of 224 and

210 km, and T2 and T4 with IDs of þ16 and þ15 and ranges

of 379 and 395 km. Importantly, IDs þ16 and þ15 both

have eight upper turning points. The signal-to-noise ratio

(SNR) for these six ray paths are exceptional, but a

minimum SNR of 3 dB is required for the data to be included

in the analysis (Table I).

The path integral analysis of the full field fluctuations

requires the establishment of the mean pulse, and Fig. 3

shows the ensemble-averaged pulse computed with an over-

all wander removed. Consider the intensity record given by

Iðz; s; tj; IDÞ, as a function of depth z, fast time s, geophysi-

cal time tj, and time front branch ID. The wavefront branch

pulse travel time at a reference depth, zr, for geophysical

time, and ID is labeled sbðtj; IDÞ and is obtained using estab-

lished beamforming methodologies for ocean acoustic

TABLE I. Time front information for the six analyzed ray paths, ordered vertically from shortest to longest range. The columns are (1) source name, (2) center

frequency, (3) propagation range, (4) approximate initial ray angle to the center of the receiving array, (5) range of upper turning points, (6) time front ID and

number of upper turning points, (7) total number of receptions and number used in the analysis with minimum SNR above 3 dB, (8) average SNR, and (9)

depth range for which the analysis is carried out. All records start on 25 April 2010 and end on 13 March 2011, except the T6 record, which ended early on 22

October 2010. Further details on the acoustic array have been published (Worcester et al., 2013).

Source fc (Hz) Range (km) h0 (deg.) zþ (m) ID/Nutp Total/N(ID) Ave SNR (dB) Depth Range (m)

T6 250 129.355 �9.7 415–460 �5/2 732/703 40.9 802–1881

T5 255 210.055 10.8 370–400 9/5 1303/1203 31.1 702–1580

T1 250 224.844 12.0 290–320 9/5 1296/1146 28.6 802–1881

T4 275 379.080 11.8 315–330 15/8 1349/879 23.0 802–1781

T2 172.5 395.938 10.9 370–390 16/8 1310/954 22.0 1280–1981

T3 275 450.131 10.5 395–410 19/10 1294/792 23.1 702–1480

FIG. 2. (Color online) Examples of observed time fronts for transmissions from the T-moorings to the DVLA. Specific time front branches analyzed in this

work are denoted with their time front ID.
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tomography (Dzieciuch, 2014). The statistics of sb will be

discussed in Sec. III. Specifically, the wander corrected

mean pulse is formed by computing

hIðz; s; IDÞi ¼ 1

NðIDÞ
XNðIDÞ
j¼1

Iðz; sþ dsjðtj; IDÞ; tj; IDÞ;

(1)

where the sum is over times tj, but with a time front offset

dsj that removes the large-scale pulse travel time wander of

the front, sb, that is mostly caused by eddies and internal

tides (see Sec. III.) The location of the peak of hIðz; s; IDÞi
along the array defines a mean time front shape spðz; IDÞ that

is used to extract acoustic field information along the direc-

tion of the mean front. An example of the data so processed

is shown in Fig. 4. In the panels to the left, the arrival inten-

sity is time shifted (using sp) to line up along the s¼ 0 line.

Extracting the amplitude and phase (unwrapped) of the com-

plex demodulates along the s¼ 0 line gives the data in the

middle and right panels, complex pðz; tj; IDÞ. Fades, glints,

and phase fluctuations are evident, as seen in other vertical

array studies (Duda et al., 1992; Duda and Bowlin, 1994). A

second method of obtaining the complex field is to perform a

short-time Fourier Transform around the s¼ 0 line, yielding

a narrowband estimate. Fluctuation statistics computed using

these two methods yield nearly identical results, and there-

fore results using the first method are only presented here.

There are depth regions for the various time front branches

in which neighboring branches either cross or come close to

the branch being analyzed. The depth region of analysis for

each branch is reduced from the full aperture to avoid these

regions (Table I and Fig. 4).

B. Ocean and sound speed structure

In this work, two oceanographic data sets are used to aid

in the analysis, that is moored temperature, conductivity,

depth (CTD) observations on the DVLA, and full-water-col-

umn shipboard CTDs obtained at the mooring sites during

deployment and recovery. The moored observations are use-

ful for characterizing the internal-wave spectral parameters

associated with the Garrett-Munk (GM) model. The DVLA

moored observations consisted of thirteen Sea bird pumped

microcats (SBE37-SMP) placed between the depths of 150

and 575 m and were recording CTD observations every

4 min (Fig. 5). The upper seven instruments were 30-m apart

and the remaining deeper sensors were separated by 40-m.

FIG. 3. (Color online) Wander-corrected mean time fronts for the six time front branches analyzed in this work. The ordering of the panels is the same as in

Fig. 2. The mean time front curve, spðz; IDÞ, is shown in each panel with a black line.
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Because of instrument problems, there is only good data

over the depth region 150 to 600 m from 25 April 2010 to 26

July 2010. Using well established methods (Colosi et al.,
2012; Colosi et al., 2013; DiMaggio et al., 2018), the DVLA

data reveal internal displacements of order from 10 to 100 m,

associated with eddies, internal tides, and broadband sto-

chastic internal waves such as described by the GM model

(Fig. 5). Consistent with previous analyses (Colosi et al.,
2013) but not shown here, spice is weak in this depth region.

Much larger spice variability is observed between the ocean

surface and 150-m depth. Spectral analysis of the isopycnal

displacement time series reveals an energetic field of internal

waves and eddies (Fig. 6). Clear spectral lines at tidal fre-

quencies and the associated tidal harmonics are also present

(Fig. 6). The observed spectra follow the GM model for fre-

quencies between 2 cycles per day (cpd) and several cycles

per hour (cph), but there are clear discrepancies between 2

cpd and the Coriolis frequency f (Levine, 2002). Fitting a

GM spectral shape to the observations in the frequency range

from 6 to 24 cpd gives the root-mean-square (rms) displace-

ment as a function of depth (Fig. 6, middle panel). This curve

can be compared to a Wentzel–Kramers–Brillouin (WKB)

scaled rms displacement, hf2i1=2 ¼ f0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N0=NðzÞ

p
where f0 is

a reference displacement at the buoyancy frequency N0¼ 3

cph. The standard GM model has f0¼ 7.3 m, but a better fit to

the data is f0 ¼ 7:3 �
ffiffiffiffiffiffiffiffiffi
1:94
p

¼ 10:17 m. This is nearly twice

the standard GM energy.1 For comparison, Fig. 6 also shows

the rms internal tide displacements in the diurnal and semi-

diurnal bands obtained by least square fits using five diurnal

frequencies (O1, K1, P1, Q1, and J1) and five semidiurnal fre-

quencies (M2, S2, N2, K2, and L2). The internal tides are com-

parable to the GM-like internal waves in rms displacement, but

the internal tide vertical structure is dominated by mode 1,

while the stochastic internal waves have more high-mode

energy that is important for several of the acoustic observables

such as intensity variance and vertical coherence.

To characterize the background sound speed and stratifi-

cation over the region to be used in theoretical calculations,

fourteen full-water-column shipboard CTDs were taken at

the seven mooring locations during deployments (April

2010) and recoveries (March 2011). The average profiles of

temperature, salinity, potential density, buoyancy frequency,

potential sound speed gradient, and sound speed in the upper

ocean computed from these CTDs and from the DVLA

mooring are shown in Fig. 7. The averaged moored observa-

tions are generally consistent with the ship observations. The

sound channel axis is located near 1050 m depth.

Importantly for the fluctuation calculations that utilize c(z),

ðdc=dzÞpðzÞ, and N(z) (Appendix A), there are large vertical

scale variations in the sound speed gradient and buoyancy

frequency in the depth range between 500 m and the surface

where the acoustic ray paths have upper turning points.

III. TRAVEL TIME AND PHASE FLUCTUATIONS

Here, the fluctuations in time-front travel time (ds) are

interpreted to provide critical information regarding fluctua-

tions in phase (d/) using the simple relation d/ ¼ xcds
where xc is the center frequency. Examples of travel-time

fluctuations obtained using established methodologies

(Dzieciuch, 2014) are shown in Fig. 8. The three main com-

ponents of the fluctuations are seen namely, eddies, internal

tides, and random internal waves. A decomposition of the

rms travel time and phase variation for the six ray paths is

given in Table II.

A. Eddy and internal tide travel time fluctuations

The largest fluctuations are due to eddy or mesoscale

processes (Table II). This variation is quantified by low pass

filtering the travel-time time series with a cutoff frequency

of 1/3 cpd. To intercompare the paths with different propa-

gation ranges, the rms travel times are scaled using a square

root rule appropriate for an isotropic mesoscale correlation

FIG. 4. (Color online) Examples of individual time fronts for transmissions

from T1 (top), T3 (middle), and T4 (bottom). For each T-mooring in the left

panel the tilt-corrected arrival intensity using spðz; IDÞ is shown, where zero

time corresponds to the mean time front (Fig. 3). In the middle and left pan-

els are the amplitude and unwrapped phase at the zero time. In the middle

panel, the dark vertical line corresponds to the depth region over which the

analysis is carried out to avoid interference from other fronts.
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length shorter than the range (Colosi, 2016). In Table II, the

range scaling is
ffiffiffiffiffiffiffiffiffiffiffi
R0=R

p
where the reference range is

R0¼ 200 km and R is the range of the observation. The

southern paths T3, T4, and T5 have larger variations than the

northern paths T1 and T2, suggesting greater eddy activity

(Ramp et al., 2017). The T6 path is anomalously low

because the range is so short and is comparable to the eddy

correlation length. Here, a scaling closer to linear with range

is likely more appropriate and would reconcile the result

with the other paths.

The next largest travel time fluctuations are due to the

internal tide. The rms travel time is obtained by tidal fits

using the five diurnal and semi-diurnal constituents

described in Sec. II B. Like the mesoscale variation the inter-

nal tide fluctuations are seen to be highly anisotropic, with

the largest variations on paths aligned in the North/South

FIG. 5. Potential density (upper) and potential temperature (lower) at the DVLA as a function of depth and time. In the upper panel, the depths of a few isopyc-

nals are shown. Because of instrument failures, the data are incomplete after yearday 208.

FIG. 6. Vertical isopycnal displacement spectra (left) that are averages over 23 isopycnals with mean depths between 212 and 542 meters. The bold curve

shows a GM spectrum fit to the observations. The Coriolis and buoyancy frequencies are annotated with f and N, respectively. Diurnal/semidiurnal frequencies

and associated harmonics are annotated with D and SD, respectively. In the center and right panels, rms displacements for stochastic internal waves (center)

and internal tides (right) are shown. Light curves in the center panel show WKB estimates at the standard GM energy and a fit to the observations using 1.94

times the standard energy.
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direction and closer to the Luzon Strait, the dominant local source

of the internal tides (Kerry et al., 2013; Powell et al., 2013).

B. Stochastic internal wave travel time and phase
fluctuations

The observation schedule of eight samples per day every

other day makes quantification of the stochastic internal

wave fluctuations with frequencies between 6 cph and the

Coriolis frequency (f¼ 0.7167 cpd) problematic and prone

to uncertainty. A time-domain approach was therefore taken.

The mesoscale and tidal time series were subtracted from the

raw travel times, and a travel-time autocovariance function

was then computed from the high-pass records. The rapid

decorrelation of the travel times from the zero to first lag

(3 h) was used to estimate the stochastic internal wave con-

tribution to the travel-time and phase variance (Table II).

Specifically, the stochastic variances are estimated using the

difference between the zero and first lag of the autocovar-

iance function. As with the mesoscale and internal tide rms

travel times, the internal wave values can be scaled by the

square root of range. For internal wave scattering, the upper

turning points are critical, so a square root scaling based on

the number of upper turning points, Nutp, is used. The scaled

values so obtained (Table II) for the different paths are simi-

lar, pointing to the fact that the internal wave scattering,

unlike scattering due to mesoscale and internal tides, is rela-

tively isotropic in the horizontal. Last, the rms phase fluctua-

tions due to the stochastic internal wave field are seen to be

significant and greater than a cycle for all paths. This large

phase variability means that microray interference is possi-

ble (see Chap. 4 of Colosi, 2016).

The observed fluctuations are next compared to the

well-known path integral result for the travel-time variance

using the ray tangent approximation

s2 ¼
ð

C

hl2iLpðh; zÞ
c2ðzÞ ds; (2)

where C is the ray path, l2 ¼ hdc2ðzÞi=c2ðzÞ is the fractional

sound-speed variance, and Lpðh; zÞ is the correlation length

FIG. 7. Mean profiles of potential temperature, salinity, potential density, buoyancy frequency, potential sound speed gradient, and sound speed. Bold lines

are from the DVLA mooring, and the thin lines are averages of CTDs taken during mooring deployment and recovery.
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of the internal waves in the direction of the ray h (Appendix A

gives details of these functions). The phase variance is simply

U2 ¼ x2
cs

2. The theory generally under predicts the rms val-

ues, accounting for 60%–80% of the observations (Table II).

This agreement, being better than a factor of two, should be

considered acceptable given the uncertainties associated with

the observed values (sampling) and the approximations going

into the theory, including the assumption of GM internal-wave

dominance.

C. Vertical mutual coherence functions

An important phase-driven observable is the vertical mutual

coherence function (VMCF). This function is related to vertical

beamforming performance and gives information regarding

achievable coherent processing gain. To compute the VMCF,

the observed complex acoustic field along the average time

front, pðz; tj; IDÞ (Fig. 4), is normalized by the square root of the

mean intensity, hIðz; IDÞi ¼ hjpðz; tj; IDÞj2i, to obtain the pres-

sure field p̂ðz; tj; IDÞ. The complex autocovariance of this quan-

tity gives VMCF ðDzr; IDÞ ¼ hp̂ðz1; tj; IDÞp̂�ðz2; tj; IDÞi where

the ensemble average is over all times and pairs of depth points

z1 and z2 with separation Dzr. The depth range of the points

going into each calculation (Table I, column 9) is limited due to

interference from other time front branches (Fig. 3). The

observed VMCFs are shown in Fig. 9, and the vertical coherence

lengths, z0, defined at the e�1=2 point are given in Table II. The

coherence lengths range between 88 and 218 m. The smallest

value as expected is for the T3, 275-Hz, 450-km path, while the

largest value is surprisingly for the T2 172.5-Hz, 396-km path.

The shortest path, T6, at 250 Hz and 129 km has a slightly

smaller coherence length of 182 m compared to the T2 value of

218 m. The T1 and T5 paths, similar in both frequency and

range, have nearly the same coherences of 129 and 116 m,

respectively.

The path integral result for the VMCF has been derived

(Dashen et al., 1985) and is given by

hpp�ðDzrÞi ¼ exp �DðDzrÞ
2

� �
; (3)

where DðDzrÞ is the phase structure function for two paths

originating at the source and ending up a distance Dzr apart

at the receiver range. Using the ray tangent approximation,

the phase structure function can be written (see Chap. 7 of

Colosi, 2016)

FIG. 8. Examples of travel-time time series for transmissions from moorings

T1 (top) and T3 (bottom). Thin lines show raw travel times. The thick lines

have been low-pass filtered with a cutoff frequency of 1/3 cycle per day in

order to show fluctuations associated with mesoscale variability.

TABLE II. Travel time and phase statistics for the six analyzed ray paths, ordered vertically from shortest to longest range. Columns 2 to 4 show rms travel

time due to mesoscale (sMS), internal tide (sIT), and internal wave (s) variability. For mesoscale, internal tide, and internal waves (Columns 2, 3, and 5), range-

scaled rms fluctuations are also shown, where the scaling factor is
ffiffiffiffiffiffiffiffiffiffiffi
R0=R

p
, with R0¼ 200 km the reference range and R the range of the observation (Table I).

In column 5, there is also a scaling based on number of upper turning points Nutp given by
ffiffiffiffiffiffiffiffiffiffiffiffiffi
5=Nutp

p
(Table I). For internal waves, the rms phase fluctuations U

are shown in column 6. The vertical coherence length z0, or inverse phase rate, is shown in column 7, and a turning-point and frequency-scaled coherence

length is shown in column 8. The frequency scaling is linear and is given by 250/fc, where fc is the center frequency in Hz [Eq. (5)]. Predictions for s and U
(columns 4 and 6) are computed using Eq. (2).

Source

sMS (ms)

obs/scaled, R

sIT (ms)

obs/scaled, R s (ms) obs/pred

s (ms) scaled,

R/Nutp

U (rad)

obs/pred

z0 (m/rad)

obs/pred

z0 (m/rad)

scaled, Nutp and freq.

T6 11.9/14.8 8.5/10.6 3.9 6 1.1/2.9 4.9/6.2 6.2/4.5 182 6 10/302 115

T5 35.9/35.1 6.8/6.6 5.9 6 1.8/4.1 5.8/5.9 9.5/6.6 116 6 10/176 118

T1 28.8/27.1 10.7/10.1 5.7 6 1.7/3.8 5.4/5.7 8.9/6.0 129 6 10/210 129

T4 52.3/38.0 22.3/16.2 8.2 6 2.4/4.9 5.9/6.4 14.1/8.5 100 6 10/139 139

T2 37.3/26.5 5.7/4.0 6.6 6 2.0/5.2 4.7/5.2 7.1/5.7 218 6 15/259 190

T3 54.5/36.3 11.6/7.8 7.9 6 2.4/6.0 5.3/5.6 13.7/10.3 88 6 10/106 137
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DðDzrÞ ¼ 2x2
c

ð
C

hl2iLpðh; zÞ
c2ðzÞ

1

hj�1i

�
XJ

j¼1

HðjÞ 1� cos ðmðjÞDzðsÞÞ
j

� �
ds; (4)

where H(j) is the internal wave vertical mode spectrum,

mðjÞ ¼ pjNðzÞ=N0B is the WKB internal wave vertical wave

number, and DzðsÞ ¼ n1ðsÞDzr is the vertical separation

between the two ray paths. The factor n1ðsÞ is the vertical

ray tube function as described in Appendix B. What has typi-

cally been done is to Taylor expand the cosine such that

DðDzrÞ ¼ Dz2
r=z2

0, giving an explicit expression for the corre-

lation length, z0

1

z2
0

¼ x2
c

ð
C

hl2iLpðh; zÞ
c2ðzÞ

hji
hj�1i

pNðzÞ
N0B

� �2

n2
1ðsÞds: (5)

It is found here that for the ranges involved, the quadratic

expansion is not accurate enough, and so Eq. (4) is utilized

(see more discussion of this point in Sec. V B). The quadratic

expansion gives estimates of the coherence length that are

always smaller than those from the full equation. A compari-

son of observed and predicted coherence functions is given in

Fig. 9. Comparing the predicted and observed coherence

lengths, z0, (Table II, column 7), in all cases the prediction is

larger than the observation by 19% and 66%. As with the rms

travel time observable, this theory/observation comparison,

which is much better than a factor of two, is rather good given

the approximations and assumptions.

Table II also shows turning point and frequency-scaled

observed values of z0. Here, the values are scaled to five

upper turning points and a center frequency of 250 Hz. The

values are all rather close, suggesting, as was seen in the

travel time fluctuations, that the propagation is roughly iso-

tropic in the horizontal.

IV. INTENSITY FLUCTUATIONS

The Philippine Sea receptions show a broad range of

fade-out and scintillation behavior (Fig. 10) that are quanti-

fied here using moments, the vertical covariance function,

and Probability Density Functions (PDFs). From Fig. 10, it

is seen that the glinting or high intensity behavior is local-

ized in space, and given our coarse time sampling, tempo-

rally intermittent. Indeed, the time scale of the intensity

fluctuations computed using the time lagged intensity corre-

lation function (not shown) is on the order of or shorter than

the minimum sample separation (3 h) with no significant

modulation at tidal or mesoscale frequencies. Therefore,

each point in the intensity time series can be considered to

be an independent sample of the variability. The lack of tidal

modulation for the paths analyzed here does not support the

proposal of White et al. (2016), who suggest that internal

tide deformation of the background sound-speed profile can

lead to a shifting of the large-scale turning-point caustic

FIG. 9. Observed (dotted) and modeled (dash) vertical mutual coherence functions for the six ray paths. Vertical coherence lengths defined as the e– 1/2 point

of the functions are given in Table II.
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structure, thereby causing tidal period intensity fluctuations

for receivers quite distant from the turning points. For the

ray paths examined here, it appears that scattering mecha-

nisms associated with the diffuse stochastic internal-wave

field are likely dominant.

A. Intensity moments

An observable that quantifies the glinting behavior is the

scintillation index

SI ¼ hI
2i � hIi2

hIi2
: (6)

A second observable that is more sensitive to fade out behav-

ior is the variance of log-intensity

r2
ln I ¼ hðln IÞ2i � hðln IÞi2: (7)

Table III shows estimates of these moments from the

observations. As expected, the shortest path, T6, shows the

least fluctuation with values much less than 1. The com-

mon paths, T1 and T5 show similar fluctuations. The other

common paths, T2 and T4, but with different frequencies,

show as expected more fluctuation at the higher frequency.

These results suggest a degree of isotropy. The longest

path, T3, shows the most variability, indicating that the

fluctuations may continue to grow with range before they

start decreasing on their way to saturation (Colosi, 2016,

see Sec. V A).

In weak fluctuation theory, the variance of log-intensity

is given by

r2
ln I ¼ 2x2

c

ð
C

hl2iLpðh; zÞ
c2ðzÞ

1

hj�1i

�
XJ

j¼1

HðjÞ
j

1� cos
m2ðjÞR2

f ðsÞÞ
2p

� �� �
ds; (8)

where R2
f ðsÞ is the vertical Fresnel Zone (Colosi, 2016, and

Appendix A). If the log-intensity has a normal distribution,

then

SI ¼ exp ðr2
ln IÞ � 1 ’ r2

ln I; (9)

a result that will be used to obtain crude predictions of SI.
These weak fluctuation results are only expected to apply in

the unsaturated propagation regime where r2
ln I < 1. Indeed,

in Table III these estimates only show reasonable agreement

for the T1, T5, and T6 paths that have shortest ranges. The

longer-range, low-frequency path, T2 is marginally in agree-

ment, while the T3 and T4 paths are widely off.

FIG. 10. (Color online) Examples of unit mean intensity along the timefront at

the DVLA as a function of depth and time for the transmissions from moorings

T1 (top two) and T3 (bottom two). The color panels show a limited time range

so that the scintillations are more evident. The line plots show the complete

time record at 1400 and 900 m for T1 and T3, respectively.

TABLE III. Intensity statistics for the six analyzed ray paths, ordered vertically from shortest to longest range. In columns 2 and 3, the diffraction parameter

K and the product KU2 are shown to indicate wave propagation regime (column 9). Columns 4 to 6 give observed and predicted scintillation index, rms of

log-intensity, and vertical correlation length of intensity. The glint and fade-out rates Rg and Rd are derived from the data using glint and fadeout thresholds

of þ6 dB and �10 dB relative to the mean intensity. In column 9, the abbreviations correspond to US¼Unsaturated, PS¼Partially Saturated, and

S¼Saturated.

Source K KU2 SI obs/pred r ln I obs/pred zI (m/rad) obs/pred Rg (hr phone)�1 Rd (hr phone)�1 obs/pred Regime

T6 0.0594 1.20 0.29 6 0.01/0.32 0.59 6 0.04/0.57 131 6 10/193 0.025 0.080/0.71 US

T5 0.0825 3.60 0.97 6 0.10/0.93 1.09 6 0.03/0.96 128 6 10/113 0.52 0.91/1.16 US/PS Border

T1 0.136 4.95 0.96 6 0.11/1.16 1.09 6 0.04/1.08 147 6 10/134 0.51 1.04/1.13 PS

T4 0.186 13.4 1.52 6 0.13/2.94 1.17 6 0.04/1.71 147 6 10/90 0.89 1.16/1.58 PS

T2 0.254 8.16 0.95 6 0.07/1.71 1.02 6 0.02/1.31 183 6 15/164 0.61 0.71/0.99 US/S Border

T3 0.141 15.0 1.56 6 0.28/3.50 1.20 6 0.05/1.87 122 6 10/70 0.98 1.22/1.76 PS
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B. Intensity covariance function

Figure 10 suggests the vertical spatial scale of the inten-

sity variability is of order a hundred meters. To compute the

vertical intensity covariance function, a unit mean intensity

normalization is used (hIi ¼ 1). The intensity covariance

function is then given by

hI1ðz1ÞI2ðz2Þi ¼ hI1I2ðDzrÞi; (10)

and should asymptote to one at large separations. In both the

fully saturated and partially saturated regimes, the path inte-

gral result is quite simple, yielding (Colosi, 2016)

hIðDzrÞIi ¼ 1þ SI exp �DðDzrÞ½ �: (11)

As with the vertical mutual coherence formula, the key term

here is the phase structure function, DðDzrÞ. Defining the verti-

cal intensity correlation length, zI, as the e�1=2 decay scale, it is

found that z0 and zI are closely related. In fact, if the structure

function were quadratic in lag, then the relation would be

zI ¼ z0=
ffiffiffi
2
p

, but this is not precisely the case (Sec. V B).

Comparisons between observed and predicted intensity

covariance functions are shown in Fig. 11, and intensity cor-

relation scales are given in Table III. The observed correla-

tion scales vary in a rather narrow region between 122 and

183 m, while the theory varies between 70 and 193 m. As

with the vertical MCF observations, the smallest correlation

length is for the longest path, T3, and the largest correlation

length is for the low-frequency path, T2. Theory correctly

predicts the smallest correlation length to be T3, but the larg-

est length is predicted to be for T6, with T2 coming in a

close second. Theory and observation are in excellent agree-

ment for the two similar paths T1 and T5 as well as for T2.

The agreement is less satisfactory for the other paths, but is

still well within a factor of two.

C. PDFs

Observed PDFs of log-intensity and intensity are shown

in Figs. 12 and 13 together with exponential and log-normal

model distributions. The log-intensity distributions provide

insight into fade-out behavior. For all paths, a significant

number of fade-outs are observed that are 4 to 5 times the

standard deviation. The low intensity side of the PDFs

roughly follow the exponential distribution, indicating the

importance of interference.2 The paths T2, T3, and T4 have

lower SNR than the other three paths (Table I), so the low

intensities are not as well sampled. On the high end of the

log-PDFs, the observations generally fall between the expo-

nential and log-normal distributions, although the high inten-

sity region is better observed using the linear intensity PDFs.

It is somewhat of a surprise that the T6 PDF does not more

closely resemble a log-normal given that the log-intensity

variance is rather small.

The linear intensity PDFs reveal remarkable glinting

behavior, with some paths showing focusing up to 14 times

FIG. 11. Observed (dotted) and modeled (dash), vertical intensity covariance functions for the six ray paths. Vertical intensity correlation lengths defined as

the 1þ SIe�1=2 crossing point of the functions are given in Table III.
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the mean value (Fig. 13). For these strongly scintillating

paths (T3 and T4), a modulated exponential PDF (Colosi

et al., 2001) compares favorably with the observations,

reproducing both the heavy tail and the curvature at smaller

values of I=hIi. The physical picture of the modulated expo-

nential is a saturated microray interference in accord with

the central limit theorem for which SI¼ 1, but the ray tubes

of these groups of rays are modulated by the large-scale

ocean structure, giving SI > 1. The T1, T2, and T5 paths are

all similar, showing exponential PDF behavior at high inten-

sity but deviations from the models at low intensity. As

expected, the weakly varying T6 path bears no resemblance

to the exponential PDF.

V. DISCUSSION

In Secs. III and IV, various measures of the variability

of phase and intensity were described for six ray paths that

have similar vertical sampling properties, but different fre-

quencies and ranges. It was also shown that path integral

theory with a simple GM model of the ocean fine structure

was able to adequately reproduce the experimental results

within a factor of two but typically much better. These

results raise some interesting questions that bear further

examination.

A. Wave propagation regimes: K – U

An important issue is whether the signal statistics can be

characterized using the unsaturated, partially saturated, and

fully saturated propagation regimes as predicted for the

Philippine Sea observations using K – U theory (Colosi, 2015,

2016). Briefly, this theory uses two parameters, the rms phase

U and a diffraction parameter K, which are a weighted average

of the vertical Fresnel zone divided by an ocean vertical scale

(Appendix A). The three propagation regimes can be mapped

out in K – U space using an empirical equation relating U and

K to the variance of log-intensity, i.e.,

r2
ln I ’ KU2 1

p
� 0:1

� �
e�K=1:5 þ 0:1

� �
; (12)

and a microray interference condition UK¼ 1.

Computing the parameters for the six ray paths analyzed

here gives the predictions shown in Fig. 14. The T1 path is

predicted to be in the partially saturated regime, the T5 path

is predicted to be on the border between the unsaturated and

FIG. 12. Observed log-intensity PDFs for the six ray paths (bold). Model PDFs are log-normal (dashed) and exponential (solid).
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partially saturated regimes, and the T6 path is predicted to

be solidly in the unsaturated regime. The more strongly vari-

able paths T2, T3, and T4 are predicted to be in the saturated

regime, but they, along with T1, are in a rather ambiguous

region of the diagram where the partially saturated regime is

shrinking. Plotting the scintillation indices vs range (Fig. 14,

lower panel) is helpful. From the PDFs (Figs. 12 and 13), it

is apparent that T6 and T5 are properly placed on the dia-

gram. Given the close similarity between signal statistics at

T1 and T5, T1 should be considered to be on the border

between the unsaturated and partially saturated regimes.

Because the diffraction parameter for T2 is large and clearly

separated from the higher frequency observations on the

scintillation index plots, it may in fact be in the proper

regime on the border between unsaturated and saturated.

More ranges at this lower frequency would be needed to

remove the ambiguity. The most strongly fluctuating paths

T3 and T4 have large scintillation indices and moderate log-

intensity variances and they should therefore be in the par-

tially saturated regime. The estimated propagation regimes

are given in Table III.

Further physical insight into the propagation can be

obtained using the K – U diagram. The observations give

estimates of U and r2
ln I and an effective observed diffraction

parameter, Kobs, can therefore be calculated using Eq. (12).

It is seen that the observations are behaving less diffractively

than the theory estimates (Fig. 14), although Eq. (12) is

based on weak fluctuation theory and not expected to be as

accurate for the more strongly fluctuating paths, T3 and T4.

The weaker diffraction could be due to two factors, one

oceanographic and one acoustical. The oceanographic case

would be if the small-scale ocean sound-speed structure dif-

fers significantly from the GM model. Here, the relevant

small-scale structure is at vertical scales equal to and less

than the Fresnel zone. On the acoustical side, the Fresnel

zone is a narrowband construct, and the observations here

have significant bandwidths relative to the center frequen-

cies. For broadband transmissions, the effective Fresnel zone

is expected to be smaller than the narrowband result,

although the problem is not well understood (Colosi, 1999).

This issue could be resolved using Monte Carlo numerical

simulations.

B. Phase structure function

The observations of vertical coherence and intensity

covariance are, according to path integral theory, driven by

the phase structure function. It is therefore instructive, given

the good agreement between observation and theory, to use

the observations to directly examine the phase structure

function. One could do this in two ways. The most direct

method would be to use the phases along the front (Fig. 4)

and compute the structure functions from these unwrapped

phases. This method is problematic, however, due to

FIG. 13. Observed intensity PDFs for the six ray paths (bold). Model PDFs are exponential (solid) and modulated exponential (dashed, only middle panels).
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fadeouts where the phase cannot be adequately tracked. A

second method, which is adopted here, is to use the path

integral equations and invert the observations to get the

structure function. Using vertical coherence, and removing

the frequency dependence one can write

DðDzrÞ ¼ �
2 ln jhpp�ðDzrÞij

x2
c

: (13)

The resulting structure function is a travel time structure

function. Similarly, using the intensity covariance, the result

is

DðDzrÞ ¼ �
1

x2
c

ln
hIðDzrÞIi � 1

SI

� �
: (14)

The structure functions so obtained, as well as the theoretical

prediction from Eq. (4), are plotted in log-log form in Fig. 15.

The nearly linear form for all of the paths implies a power law

relation,

DðDzrÞ / ðDzrÞp; (15)

where the least square fit exponents are also shown in the fig-

ure. The theory gives exponents in a rather narrow range,

1.54< p< 1.65, for the six paths. This indicates why the qua-

dratic approximation (p¼ 2) that is commonly used is inaccu-

rate in this case.3 The intensity covariance exponents are also

in a relatively narrow range and in agreement with the theory,

1.49< p< 1.59, except for path T6 with p¼ 1.82. The expo-

nents estimated from the vertical coherence, on the other hand,

vary widely and unsystematically, 1.19< p< 1.55. These val-

ues are generally smaller than those from the theory and the

intensity covariance. This result is understandable since the

coherence function estimates are sensitive to phase errors asso-

ciated with mooring motion and alignment of the time front.

FIG. 14. K � U diagram for the ray

paths analyzed here (upper) and

observed scintillation index vs range

(lower). Predictions of K and U for all

six paths are shown with dots and

labeled by source. The observed values

of U and r2
ln I can be used to estimate an

effective observed K value using Eq.

(12). The points based on the observa-

tions are shown with circled dots.
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The agreement between the theory and the intensity covariance

is therefore all the more favorable. It should also be noted that

the power law behavior of the structure function has implica-

tions for the range scaling of the coherence. Because D12 / R,

the coherence length z0 goes as R1=p.3

C. Glint and fade-out rates

A final topic that has practical implications for commu-

nication and detection applications are the glint and fade-out

rates. These rates are defined as the number of events

exceeding a certain threshold that one would expect per unit

time and hydrophone number. While eight observation per

day every other day do not give detailed time evolution

information, glint and fade statistics can be derived as fol-

lows. Each pulse reception is the result of a 135-s duration

FM sweep. Therefore, if Ng and Nf glints and fades are

observed over Nt total receptions and over Nh hydrophones,

then the glint and fade-out rates per phone will be

Rg ¼
Ng

135NtNh
; Rd ¼

Nf

135NtNh
: (16)

The assumption is that the glint/fadeout rate is less than the

sample rate (e.g., 1/135 s). Here, we are not concerned with

the duration of the glints or fade-outs only that one is

observed over the 135-s FM sweep. These rates are dis-

played in Table III, columns 7 and 8, where the glint and

fade-out thresholds are þ6 dB and �10 dB relative to the

mean intensity. For all paths except for T6, a five phone

array observes several glint and fade-out events per hour. As

expected, the longest ranges have the largest rates (T3 and

T4). In addition, the T2 and T4 paths show roughly a linear

scaling with frequency, and the nearly identical paths T1 and

T5 have close values.

The fade-out rate Rd is interpretable in terms of the

coherence time of the channel and multipath interference

(Dyson et al., 1976). Accordingly, for a fade-out threshold

of F ¼ 10 log10ð��1Þ dB, the time between fade-outs is

Tf ¼
t0p3=2

2�
; (17)

where t0 is the coherence time (e– 1/2 point). The observation

is Rd � 1phone ¼ 1=Tf and therefore the fade-out rate sug-

gests a coherence time of

t0 ’
2�

p3=2Rd
: (18)

For a 10-dB fade-out, � ’ 0:316, and Rd is of order 1 for paths

1 to 5, so t0 ’ 6:8 min. For the six paths T1 to T6 the path inte-

gral estimates of t0 using the quadratic approximation to the

structure function (see Appendix A) are 6.0, 6.9, 3.9, 4.3, 5.9,

and 9.6 min, respectively. Using these theoretical coherence

times, predicted values of Rd can be calculated. Except for path

T6, which is in the unsaturated regime (weak or no multipath

interference), the comparisons are favorable (Table III).

VI. SUMMARY AND CONCLUSIONS

Using year-long observations from the Philippine Sea,

phase and intensity statistics have been quantified along six

similar acoustic ray paths that have upper turning points in

the mid-thermocline. While the paths are similar in their ver-

tical sampling properties, they are along different azimuths

and at different ranges (129–450 km) within the pentagonal

array. Also, five of the six ray paths have similar center fre-

quencies (250–275 Hz), while the sixth ray path has a much

lower center frequency of 172.5 Hz. Acoustic observables

FIG. 15. Phase structure function esti-

mated from vertical coherence (blue),

vertical intensity covariance (red), and

theory (black). The p values give the

power law dependence on lag, esti-

mated by linear least square fits

(dashed, fit not shown for the theory).

The lag region over which the fit is

made is shown at the bottom of the

plots (horizontal bold line).
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quantified include variances of phase and intensity, vertical

mutual coherence functions, vertical covariance of intensity,

intensity PDFs, and fadeout and glint rates. Key results are

summarized as follows.

First, scaling several of the statistics for range and fre-

quency shows that the observed variability in the internal-wave

band is very nearly horizontally isotropic, i.e., there are no dis-

tinct differences in the high-frequency fluctuations along the

different azimuths. However, examining phase fluctuations in

the tidal and sub-inertial/mesoscale bands, strong anisotropy is

observed due to the directionality of the internal tide and the

inhomogeneity of the eddy field. For intensity fluctuations, the

variability is dominated by stochastic internal wave scale pro-

cesses, and there is no observed modulation at either tidal or

sub-inertial frequencies (White et al., 2016).

Second, guided by in situ observations of internal

waves, path integral predictions using the GM spectrum for

rms phase, vertical mutual coherence function, and vertical

intensity covariance show agreement with the observations

to well within a factor of two. This level of agreement should

be considered acceptable given the number of assumptions

in the theory, including the GM spectral form. The agree-

ments with the path integral results for these two vertically-

lagged functions allow an analysis of the phase structure

function. The structure function was found to obey a power

law, D / Dzp
r . The path integral theory and the intensity

covariance observations are in close agreement, giving a

power law exponent of p ’ 1:5. The vertical mutual coher-

ence results are more variable, likely due to phase errors that

affect the coherence and not the intensity covariance.

Moments of phase and intensity, along with PDFs of

intensity, shed light on the propagation regimes of unsaturated,

partially saturated, and fully saturated wave fields. The obser-

vations reveal propagation behavior typical of the unsaturated

regime, the border of the unsaturated and partially saturated

regimes, and strong focusing associated with the partially satu-

rated regime. Using the K – U method, the propagation

regimes for the shorter range paths and the low-frequency path

are adequately predicted (T1, T2, T5, and T6), but the longer

range paths (T3 and T4) are inaccurately predicted to be in the

fully saturated regime. Using the observations of rms phase

and variance of log-intensity, an effective diffraction parameter

K can be estimated that properly relocates the six paths on the

diagram. The “observed” K is smaller than the theoretical one,

suggesting that the propagation is less diffractive, perhaps due

to differences in the small-scale ocean structure near the

Fresnel zone scale, or to the use of the Fresnel zone itself,

which is a narrowband concept.

Even though the sample rate in the experiment was eight

transmissions per day every other day, fade-out and glint

rates were estimated, giving a small view into the time

behavior of the signals. Using thresholds of þ6 dB and

�10 dB for glints and fades, it is found that with the excep-

tion of the shortest path, T6, a modest five-phone array

would see several glints and fades per hour. The fade-out

rate can be interpreted in terms of the signal coherence time,

t0, assuming a multipath interference pattern. Estimates of

coherence time based on the fade-out rate are in good agree-

ment with those from path integral theory.

The results of this study suggest a reasonable under-

standing of the propagation physics for this set of six ray

paths that traverse the mid-thermocline. Within the scope of

the Philippine Sea data set, the next challenge is to see if

similar results can be obtained for more axial propagation or

more upper-ocean propagation. From the path integral stand-

point, the more axial paths have smaller errors due to the ray

tangent approximation. In addition, the near-axial sound-

speed perturbations will be dominated by GM-like internal

waves with little contribution from spicy structures. On the

other hand, the higher angle paths going into the upper ocean

will have greater ray tangent approximation errors and will

be sampling regions of higher spice as well as regions where

the GM model is expected to be less accurate.

An important topic not treated in this paper is the observ-

able of pulse time spread, which is related to the cross fre-

quency MCF. Time spread is important because it reveals the

effects of microray interference, a process considered responsi-

ble for intensity fluctuations. It has been found that several

hundreds of Hertz transmissions to the DVLA at 510-km range

show little time spread within 3 dB of the peak (Andrew et al.,
2016) and that this is consistent with approximate pulse spread

estimates, s0, from path integral theory (Colosi, 2016). The

observation of small pulse spread near the peak is also evident

from the mean pulses computed in the present work (Fig. 3).

However, this study (Andrew et al., 2016) is limited in the

sense that pulse spread was estimated by wander-corrected

ensemble average pulses (such as in Fig. 3), instead of the wan-

der insensitive time-lagged intensity covariance. A more direct

analysis is therefore needed with a focus not just on pulse

shape variations near the peak but on those in the tails. In terms

of the theory, it is also important to account for high angle ray

geometry and to use full solutions of the quadratic path integral

for the frequency MCF instead of the quadratic approximation

giving rise to the s0 value. This analysis is beyond the scope of

the present manuscript.
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APPENDIX A: INTERNAL WAVE SPECTRAL
REPRESENTATION

The ocean sound-speed field is assumed to be of the form

ctotðr; tÞ ¼ cðzÞ þ dcðr; tÞ; (A1)

where c(z) is the background sound speed and dcðr; tÞ is a

perturbation due to internal waves. The strength of the per-

turbations varies with depth according to the WKB result

hdc2i ¼ f2
0

N0

NðzÞ
dcðzÞ

dz

� �2

p
; (A2)

where f0 is a reference displacement and N0¼ 3 cph is a ref-

erence buoyancy frequency.

The GM internal wave spectrum in terms of frequency r
and vertical mode number j is given by
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Ff r;jð Þ ¼ f2
0

N0

N zð Þ
B rð ÞH jð Þ (A3)

BðrÞ ¼ 4

p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 � f 2

p
r3

(A4)

HðjÞ ¼ 1

Nj

1

j2 þ j2
�
; (A5)

where f is the Coriolis frequency, f � r � NðzÞ; 1 � j � J,

and Nj gives a unit normalization. The modal bandwidth

parameter, j�, is taken to be 3. The maximum vertical mode

number, J, is obtained by requiring a Richardson number of

unity, giving the result

J ¼ ðN0BÞ2

6pf2
0N2

0 j�
; (A6)

where N0B ¼
ÐD

0
NðzÞdz. In this study, we have N0B ¼ 9:37

rad m/s, and f0¼ 10.17 m, which gives J¼ 548.

APPENDIX B: PATH INTEGRAL EXPRESSIONS

Several explicit path integral expressions using the GM

spectrum are given here for completeness (see Colosi, 2016,

for more details). In the ray tangent approximation, the cor-

relation length of the internal waves in the local direction of

the ray (h) is given by

Lpðz; hÞ ¼ hj�1i 4

p2

N0B

f

1

1þ a2
þ a2

2

1

ð1þ a2Þ3=2

 

� ln
ð1þ a2Þ1=2 þ 1

ð1þ a2Þ1=2 � 1

 !!
; (B1)

where a ¼ NðzÞ tan h=f . Some important mode spectral aver-

ages are

hj�1i ¼
XJ

j¼1

HðjÞ
j

and hji ¼
XJ

j¼1

jHðjÞ: (B2)

The mean square phase and diffraction parameter are

U2 ¼ x2
c

ð
C

ds
hl2ðzÞiLpðh; zÞ

c2ðzÞ ; (B3)

K ¼ x2
c

U2

ð
C

ds
hl2ðzÞiLpðh; zÞ

c2ðzÞ
fm2gR2

f ðsÞ
2p

; (B4)

with

m2f g ¼ 1

hj�1i
XJ

j¼1

HðjÞ
j

m2ðjÞ ¼ pNðzÞ
N0B

� �2 hji
hj�1i ; (B5)

where the last step follows using the WKB vertical wave

number mðjÞ ¼ pjNðzÞ=N0B. The fractional sound-speed var-

iance is given by hl2ðzÞi ¼ hdc2ðzÞi=c2ðzÞ, and Rf ðsÞ is the

vertical Fresnel zone scale.

In the quadratic approximation to the time-lagged phase

structure function, the result is DðDtÞ ¼ Dt2=t20, with the

time coherence given by

1

t20
¼ x2

c

ð
C

ds
hl2ðsÞiLpðsÞ

c2ðzÞ r2f g: (B6)

The spectral average of the internal wave frequency r2 is

r2f g ¼ Mr

ðN

rL

dr
r2

L

r
r2 � f 2

r2 � r2
L

 !1=2

¼ Mrr2
L

2
ln

2N2 � r2
L � f 2 þ 2ðN2 � r2

LÞ
1=2ðN2 � f 2Þ1=2

r2
L � f 2

 !"

þ f

rL
ln

N2ðr2
L þ f 2Þ � 2f 2r2

L � 2frLðN2 � r2
LÞ

1=2ðN2 � f 2Þ1=2

N2ðr2
L � f 2Þ

 !#
; (B7)

where the normalization factor is

M�1
r ¼

ðN

rL

dr
r2

L

r3

r2� f 2

r2�r2
L

 !1=2

¼ 1

2
1� r2

L

N2

� �1=2

1� f 2

N2

� �1=2

þ rL

f
� f

rL

� �"

� ln
ðf=rLÞð1�r2

L=N2Þ1=2þð1� f 2=N2Þ1=2

ð1� f 2=r2
LÞ

1=2

 !#
;

(B8)

and r2
L ¼ f 2 þ N2 tan2h.

APPENDIX C: RAY TUBE FUNCTIONS

Ray tube functions give information concerning the

behavior of closely spaced rays and are traditionally eval-

uated using ray tube equations (Esswein and Flatt�e, 1981)

or variational equations (Colosi, 2015). These methods

both require knowledge of the background sound-speed

profile curvature, which is difficult to obtain from experi-

mental profiles. A way around this problem is to work

with the ray tube functions, n1 and n2, that are defined in

the vicinity of an eigenray zr(x). The boundary conditions

on these functions at the source (x¼ 0) and receiver

(x¼R) are
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n1ðx ¼ 0Þ ¼ 0; n1ðx ¼ RÞ ¼ 1 and

n2ðx ¼ 0Þ ¼ 1; n2ðx ¼ RÞ ¼ 0: (C1)

Physically, n1 describes the path of a ray starting at the source

and ending a unit vertical distance away at the receiver, while

n2 describes the path of a ray starting at the receiver and ending

a unit vertical distance away at the source (Colosi, 2016). The

numerical recipe for computing n1 is therefore (1) find an

eigenray, zr(x), and its launch angle h0, (2) trace a new ray

starting at the source with a slightly different launch angle

from the eigenray (typically dh0 ’ 10�5 radians), call it ẑ1ðxÞ,
and (3) form the ray tube function using n1ðxÞ ¼ ðzrðxÞ
�ẑ1ðxÞÞ=ðzrðRÞ � ẑ1ðRÞÞ. Similarly, in order to find n2, use the

eigenray zrðxÞ, but now trace the new ray starting at the receiver

headed back towards the source, but starting with a slightly dif-

ferent launch angle than the received angle. Call this backwards

going ray ẑ2ðxÞ. The second ray tube function is n2ðxÞ
¼ ðzrðxÞ � ẑ2ðxÞÞ=ðzrðRÞ � ẑ2ðRÞÞ, and the required ray tube

functions have been obtained without using a sound-speed sec-

ond derivative. Note, however, that a numerical derivative of

the ray path with respect to the initial angle is being carried out,

and some care must be taken to ensure numerical accuracy.

These ray tube equations can be used to estimate the

vertical separation between two nearby rays for use in the

vertical phase structure function calculation, that is

DzðxÞ ¼ n1ðxÞDzr; (C2)

where Dzr is the ray separation at the final range. In addition,

the functions are used to compute the vertical Fresnel zone

given by

R2
f ðxÞ ¼

kn1ðxÞn2ðxÞ
n1@n2 � n2@xn1

; (C3)

where k is the wavelength of the sound. The denominator in the

Fresnel zone equation, called the Wronskian, is a constant along

the path and so can be evaluated at any x value (Colosi, 2016).

1A separate analysis of the same moored CTD data presented here was done

to estimate internal-wave spectra and energy levels (Andrew et al., 2016).

That study estimated the GM energy level to be 0.9, which is considerably

lower than the present estimate of 1.94. This difference can be attributed to

methodology. In their work, internal wave displacements are estimated using

sound speed not potential density, and thus sound-speed spectral levels are

converted to vertical displacement using an average vertically-smoothed

potential sound speed gradient profile. This approach has two drawbacks,

which call the energy level estimate into question. First, working with sound

speed instead of potential density does not separate spice and internal waves

properly. Second, the GM energy level is sensitive to the assumed averaged

smoothed potential sound-speed gradient. No such sensitivity is in the present

analysis using potential density because isopycnal depths are obtained at each

measurement time using vertical interpolation.
2The exponential distribution is the intensity PDF one obtains via the

Central Limit Theorem when the complex pressure is the sum of many

independent contributions.
3The p¼ 2 case is when the structure function is approximated as a qua-

dratic function of lag, such as in Eq. (5).
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